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About this guide

This guide describes how to troubleshoot the IBM® SAN Volume Controller.

The chapters that follow introduce you to the SAN Volume Controller, expansion
enclosure, the redundant AC-power switch, and the uninterruptible power supply.
They describe how you can configure and check the status of one SAN Volume
Controller node or a clustered system of nodes through the front panel, with the
service assistant GUI, or with the management GUI.

The vital product data (VPD) chapter provides information about the VPD that
uniquely defines each hardware and microcode element that is in the SAN Volume
Controller. You can also learn how to diagnose problems using the SAN Volume
Controller.

The maintenance analysis procedures (MAPs) can help you analyze failures that
occur in a SAN Volume Controller. With the MAPs, you can isolate the
field-replaceable units (FRUs) of the SAN Volume Controller that fail. Begin all
problem determination and repair procedures from [“MAP 5000: Start” on page 303/

Who should use this guide

This guide is intended for system administrators or systems services
representatives who use and diagnose problems with the SAN Volume Controller,
the redundant AC-power switch, and the uninterruptible power supply.

Emphasis

Different typefaces are used in this guide to show emphasis.

The following typefaces are used to show emphasis:

Boldface Text in boldface represents menu items.

Bold monospace Text in bold monospace represents command
names.

Italics Text in italics is used to emphasize a word.

In command syntax, it is used for variables
for which you supply actual values, such as
a default directory or the name of a system.

Monospace Text in monospace identifies the data or
commands that you type, samples of
command output, examples of program code
or messages from the system, or names of
command flags, parameters, arguments, and
name-value pairs.

SAN Volume Controller library and related publications

Product manuals, other publications, and websites contain information that relates
to SAN Volume Controller.

© Copyright IBM Corp. 2003, 2017 xi



IBM Knowledge Center for SAN Volume Controller

The information collection in the IBM Knowledge Center contains all of the
information that is required to install, configure, and manage the system. The
information collection in the IBM Knowledge Center is updated between product
releases to provide the most current documentation. The information collection is
available at the following website:

[http:/ /www.ibm.com /support/knowledgecenter /STPVGU]|

SAN Volume Controller library

Unless otherwise noted, the publications in the library are available in Adobe
portable document format (PDF) from a website.

[ibm.com /shop /publications/order|

Click Search for publications to find the online publications you are interested in,
and then view or download the publication by clicking the appropriate item.

lists websites where you can find help, services, and more information.

Table 1. IBM websites for help, services, and information

Website Address

Directory of worldwide contacts |http:/ / www.ibm.com /planetwide|
Support for SAN Volume Controller (2145) [www.ibm.com /support|

Support for IBM System Storage® and IBM TotalStorage products [www.ibm.com/support/|

Each PDF publication in the [Iable 2| library is also available in the IBM Knowledge
Center by clicking the number in the “Order number” column:

Table 2. SAN Volume Controller library

Title Description Order number
IBM SAN Volume Controller | The guide provides the 113-454
Model 2145-SV1 Hardware instructions that the IBM

Installation Guide service representative uses to

install the hardware for SAN
Volume Controller model
2145-SV1.

IBM SAN Volume Controller | The guide provides the
Hardware Maintenance Guide |instructions that the IBM
service representative uses to
service the SAN Volume
Controller hardware,
including the removal and
replacement of parts.
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Table 2. SAN Volume Controller library (continued)

Title Description Order number
IBM SAN Volume Controller | The guide describes the C27-2284
Troubleshooting Guide features of each SAN Volume

Controller model, explains
how to use the front panel or
service assistant GUI, and
provides maintenance
analysis procedures to help
you diagnose and solve
problems with the SAN
Volume Controller.

IBM Spectrum Virtualize for The guide describes the
SAN Volume Controller and commands that you can use

Storwize Family Command-Line | from the SAN Volume

Interface User’s Guide Controller command-line

interface (CLI).

IBM documentation and related websites

lists websites that provide publications and other information about the
SAN Volume Controller or related products or technologies. The IBM Redbooks®
publications provide positioning and value guidance, installation and
implementation experiences, solution scenarios, and step-by-step procedures for
various products.

Table 3. IBM documentation and related websites

Website Address
IBM Publications Center [ibm.com /shop /publications /order|
IBM Redbooks publications [www.redbooks.ibm.com /|

Related accessibility information

To view a PDF file, you need Adobe Reader, which can be downloaded from the
Adobe website:

fwww.adobe.com /support/downloads /main.html|

IBM Publications Center

The IBM Publications Center is a worldwide central repository for IBM product
publications and marketing material.

The IBM Publications Center website offers customized search functions to help
you find the publications that you need. You can view or download publications at
no charge. Access the IBM Publications Center through the following website:

[ibm.com /shop /publications/order|
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Related websites

The following websites provide information about SAN Volume Controller or
related products or technologies:

Type of information Website

SAN Volume Controller support [www.ibm.com /support

Technical support for IBM storage [www.ibm.com /support/|

products

IBM Electronic Support registration [www-01.ibm.com/support/electronicsupport/|

Sending your comments

Your feedback is important in helping to provide the most accurate and highest
quality information.

To submit any comments about this book or any other SAN Volume Controller
documentation:

* Send your comments by email to [starpubs@us.ibm.com| Include the following
information for this publication or use suitable replacements for the publication
title and form number for the publication on which you are commenting:

— Publication title: IBM SAN Volume Controller Troubleshooting Guide
— Publication form number: GC27-2284-07

— Page, table, or illustration numbers that you are commenting on
— A detailed description of any information that should be changed

How to get information, help, and technical assistance

If you need help, service, technical assistance, or just want more information about
IBM products, you will find a wide variety of sources available from IBM to assist

you.
Information

IBM maintains pages on the web where you can get information about IBM
products and fee services, product implementation and usage assistance, break and
fix service support, and the latest technical information. For more information,
refer to ”able 4I

Table 4. IBM websites for help, services, and information

Website Address

Directory of worldwide contacts |http:/ /www.ibm.com /planetwide]

Support for SAN Volume Controller |[www.ibm.com/support]
(2145)

Support for IBM System Storage [www.ibm.com /support /|
and IBM TotalStorage products

Note: Available services, telephone numbers, and web links are subject to change
without notice.
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Help and service

Before calling for support, be sure to have your IBM Customer Number available.
If you are in the US or Canada, you can call 1 (800) IBM SERV for help and
service. From other parts of the world, see |http://www.ibm.com/planetwide| for
the number that you can call.

When calling from the US or Canada, choose the storage option. The agent decides
where to route your call, to either storage software or storage hardware, depending
on the nature of your problem.

If you call from somewhere other than the US or Canada, you must choose the
software orhardware option when calling for assistance. Choose the software
option if you are uncertain if the problem involves the SAN Volume Controller
software or hardware. Choose the hardware option only if you are certain the
problem solely involves the SAN Volume Controller hardware.When calling IBM
for service regarding the product, follow these guidelines for the software and
hardware options:

Software option
Identify the SAN Volume Controller product as your product and supply
your customer number as proof of purchase. The customer number is a
7-digit number (0000000 - 9999999) assigned by IBM when the product is
purchased. Your customer number should be on the customer information
worksheet or on the invoice from your storage purchase. If asked for an
operating system, use Storage.

Hardware option
Provide the serial number and appropriate 4-digit machine type. For SAN
Volume Controller, the machine type is 2145.

In the US and Canada, hardware service and support can be extended to 24x7 on
the same day. The base warranty is 9x5 on the next business day.

Getting help online

You can find information about products, solutions, partners, and support on the
IBM website.

To find up-to-date information about products, services, and partners, visit the IBM
website at [www.ibm.com/support}

Before you call

Make sure that you have taken steps to try to solve the problem yourself before
you call.

Some suggestions for resolving the problem before calling IBM Support include:
* Check all cables to make sure that they are connected.

* Check all power switches to make sure that the system and optional devices are
turned on.

* Use the troubleshooting information in your system documentation. The
troubleshooting section of the knowledge center contains procedures to help you
diagnose problems.
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* Go to the IBM Support website at www.ibm.com/support| to check for technical
information, hints, tips, and new device drivers or to submit a request for
information.

Using the documentation

Information about your IBM storage system is available in the documentation that
comes with the product.

That documentation includes printed documents, online documents, readme files,
and help files in addition to the knowledge center. See the troubleshooting
information for diagnostic instructions. The troubleshooting procedure might
require you to download updated device drivers or software. IBM maintains pages
on the web where you can get the latest technical information and download
device drivers and updates. To access these pages, go to fwww.ibm.com /support]
and follow the instructions. Also, some documents are available through the IBM
Publications Center.

Sign up for the Support Line Offering

If you have questions about how to use and configure the machine, sign up for the
IBM Support Line offering to get a professional answer.

The maintenance that is supplied with the system provides support when there is
a problem with a hardware component or a fault in the system machine code. At
times, you might need expert advice about using a function that is provided by the
system or about how to configure the system. Purchasing the IBM Support Line
offering gives you access to this professional advice while deploying your system,
and in the future.

Contact your local IBM sales representative or your support group for availability
and purchase information.

Summary of changes for GC27-2284-07 SAN Volume Controller
Troubleshooting Guide

xvi

The summary of changes provides a list of new and updated information since the
last version of the guide.

New information

The following information has been added to this guide since the previous edition,
GC27-2284-06.

+ [“USB flash drive interface” on page 66|

* [“Resolving a problem with SSL/TLS clients” on page 271

* [“Procedure: Making drives support protection information” on page 271|

Updated information

This version includes updates to:

» [“Technician port for node access” on page 72|

* [“Error event IDs and error codes” on page 148§|
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Summary of changes for GC27-2284-06 SAN Volume Controller
Troubleshooting Guide

The summary of changes provides a list of new and updated information since the
last version of the guide.

New information

The following information has been added to this guide since the previous edition,
G(C27-2284-05..

* [“SAN Volume Controller 2145-DHS front panel controls and indicators” on page]
17

+ [“SAN Volume Controller 2145-DHS8 operator information panel” on page 22|

* “SAN Volume Controller 2145-DHS8 environment requirements” on page 37|
+ ["'MAP 5040: Power SAN Volume Controller 2145-DHS8” on page 311

About this guide xvii
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Chapter 1. SAN Volume Controller overview

The SAN Volume Controller combines software and hardware into a
comprehensive, modular appliance that uses symmetric virtualization.

Symmetric virtualization is achieved by creating a pool of managed disks (MDisks)
from the attached storage systems. Those storage systems are then mapped to a set
of volumes for use by attached host systems. System administrators can view and
access a common pool of storage on the storage area network (SAN). This
functionality helps administrators to use storage resources more efficiently and
provides a common base for advanced functions.

A SAN is a high-speed Fibre Channel network that connects host systems and
storage devices. In a SAN, a host system can be connected to a storage device
across the network. The connections are made through units such as routers and
switches. The area of the network that contains these units is known as the fabric of
the network.

IBM Real-time Compression™ software

IBM SAN Volume Controller is built with IBM Spectrum Virtualize™ software,
which is part of the IBM Spectrum Storage " family.

IBM Spectrum Virtualize is a key member of the IBM Spectrum Storage portfolio.
It is a highly flexible storage solution that enables rapid deployment of block
storage services for new and traditional workloads, on-premises, off-premises and
in a combination of both. Designed to help enable cloud environments, it is based
on the proven technology. For more information about the IBM Spectrum Storage
portfolio, see the following website.

|http://www.ibm.com/systems/storage/spectrum

The software provides these functions for the host systems that attach to SAN
Volume Controller.

* Creates a single pool of storage
* Provides logical unit virtualization
* Manages logical volumes

* Mirrors logical volumes

The system also provides these functions.
* Large scalable cache
* Copy Services

— IBM FlashCopy® (point-in-time copy) function, including thin-provisioned
FlashCopy to make multiple targets affordable

— IBM HyperSwap® (active-active copy) function
— Metro Mirror (synchronous copy)

— Global Mirror (asynchronous copy)

- Data migration

* Space management

© Copyright IBM Corp. 2003, 2017 1
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— IBM Easy Tier® function to migrate the most frequently used data to
higher-performance storage

— Metering of service quality when combined with IBM Spectrum Control Base
Edition. For information, refer to the IBM Spectrum Control Base Edition
documentation.

— Thin-provisioned logical volumes

— Compressed volumes to consolidate storage

shows hosts, SAN Volume Controller nodes, and RAID storage systems
connected to a SAN fabric. The redundant SAN fabric comprises a fault-tolerant

arrangement of two or more counterpart SANSs that provide alternative paths for
each SAN-attached device.

Host Host Host Host

Host zone
Node
Redundant
SAN fabric
Node

RAID |  ....... RAID
storage system storage system

Storage system zone

[veNNARNN

Figure 1. SAN Volume Controller system in a fabric

Volumes

A system of SAN Volume Controller nodes presents volumes to the hosts. Most of
the advanced functions that SAN Volume Controller provides are defined on
volumes. These volumes are created from managed disks (MDisks) that are
presented by the RAID storage systems. The volumes can also be created by arrays
that are provided by flash drives in an expansion enclosure. All data transfer
occurs through the SAN Volume Controller node, which is described as symmetric
virtualization.

[Figure 2 on page 3| shows the data flow across the fabric.
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Host Host Host Host

Hosts send 1/0O
to volumes.

Node

Redundant
SAN fabric

I/O is sent to
managed disks.

RAID | ....... RAID
«— storage system storage system
Data transfer OO OO g

Figure 2. Data flow in a SAN Volume Controller system

The nodes in a system are arranged into pairs that are known as I/O groups. A
single pair is responsible for serving I/O on a volume. Because a volume is served
by two nodes, no loss of availability occurs if one node fails or is taken offline. The
Asymmetric Logical Unit Access (ALUA) features of SCSI are used to disable the
I/0 for a node before it is taken offline or when a volume can not be accessed via
that node.

Volumes types
You can create the following types of volumes on the system.

* Basic volumes, where a single copy of the volume is cached in one I/O group.
Basic volumes can be established in any system topology; however,

shows a standard system topology.
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Standard System

I/0 Group 1

Basic Volume

Volume
Copy

svc00909

Figure 3. Example of a basic volume
* Mirrored volumes, where copies of the volume can either be in the same storage
pool or in different storage pools. The volume is cached in a single I/O group.
Typically, mirrored volumes are established in a standard system topology.

Standard System
I/O Group 1
Mirrored Volume
Volume |« p Volume
Copy Copy

Figure 4. Example of mirrored volumes
e Stretched volumes, where copies of a single volume are in different storage pools

at different sites. The volume is cached in one I/O group. Stretched volumes are
only available in stretched topology systems.
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Stretched System
I/0 Group 1
Stretched Volume
Volume Volume
Copy Copy
Site 1 Site 2

svc00907

Figure 5. Example of stretched volumes

* HyperSwap volumes, where copies of a single volume are in different storage
pools that are on different sites. The volume is cached in two I/O groups that

are on different sites. These volumes can be created only when the system
topology is HyperSwap.
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HyperSwap System

I/O Group 1 I/0O Group 2
HyperSwap Volume
U Adtive-active [
! ‘ relationship | !
| - . -
! Volume i Volume
Copy ! Copy |

Change Volume

Change Volume

Volume Volume
Copy Copy
Site 1 Site 2

Figure 6. Example of HyperSwap volumes

System topology

The topology property of a SAN Volume Controller system can be set to one of the
following states.

Note: You cannot mix I/O groups of different topologies in the same system.
* Standard topology, where all nodes in the system are at the same site.
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I/0 Group 1

Node 1 Node 2

svs00919

Site 1

Figure 7. Example of a standard system topology

s Stretched topology, where each node of an I/O group is at a different site. When
one site is not available, access to a volume can continue but with reduced

performance.
I/0 Group 1
Node 1 Node 2
Site 1 Site 2 g

Figure 8. Example of a stretched system topology

* HyperSwap topology, where the system consists of at least two I/O groups. Each
I/0O group is at a different site. Both nodes of an I/O group are at the same site.
A volume can be active on two I/O groups so that it can immediately be
accessed by the other site when a site is not available.
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1/0 Group 1 I/O Group 2
Node 1 Node 3
Node 2 Node 4
Site 1 Site 2 g

Figure 9. Example of a HyperSwap system topology

Summary of system topology and volumes

summarizes the types of volumes that can be associated with each system

topology.

Table 5. System topology and volume summary

Volume Type
Topology
Basic Mirrored Stretched HyperSwap Custom
Standard X X X
Stretched X X X
HyperSwap X X X

System management

The SAN Volume Controller nodes in a system operate as a single system and
present a single point of control for system management and service. System
management and error reporting are provided through an Ethernet interface to one
of the nodes in the system, which is called the configuration node. The configuration
node runs a web server and provides a command-line interface (CLI). Any node in
the system can be the configuration node. If the current configuration node fails, a
new configuration node is selected from the remaining nodes. Each node also
provides a command-line interface and web interface for initiating hardware
service actions.
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Fabric types

I/0 operations between hosts and SAN Volume Controller nodes and between
SAN Volume Controller nodes and arrays use the SCSI standard. The SAN Volume
Controller nodes communicate with each other through private SCSI commands.

All SAN Volume Controller nodes that run system software version 6.4 or later can
support Fibre Channel over Ethernet (FCoE) connectivity.

shows the fabric type that can be used for communicating between hosts,
nodes, and RAID storage systems. These fabric types can be used at the same time.

Table 6. SAN Volume Controller communications types

Communications Host to SAN Volume SAN Volume SAN Volume
type Controller nodes Controller to storage | Controller nodes to
system SAN Volume
Controller nodes
Fibre Channel SAN Yes Yes Yes
iSCSI (1 Gbps Yes Yes No

Ethernet or 10 Gbps
Ethernet, depending
on the node)

Fibre Channel Over Yes Yes Yes
Ethernet SAN (10
Gbps Ethernet)

Flash drives

Some SAN Volume Controller nodes contain flash drives or are attached to
expansion enclosures that contain flash drives. These flash drives can be used to
create RAID-managed disks (MDisks) that in turn can be used to create volumes.
On SAN Volume Controller 2145-DH8 and SAN Volume Controller 2145-SV1
nodes, the flash drives are in an expansion enclosure that is connected to both
sides of an I/O group.

Flash drives provide host servers with a pool of high-performance storage for
critical applications. [Figure 10 on page 10| shows this configuration. MDisks on
flash drives can also be placed in a storage pool with MDisks from regular RAID
storage systems. IBM Easy Tier performs automatic data placement within that
storage pool by moving high-activity data onto better-performing storage.

Chapter 1. SAN Volume Controller overview
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Hosts send I/O Host Host Host Host

to volumes, which
are mapped to internal
solid-state drives.

—
Node N

with SSDs|—

Redundant
SAN fabric
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Figure 10. SAN Volume Controller nodes with internal Flash drives

SAN Volume Controller hardware

Each SAN Volume Controller node is an individual server in a SAN Volume
Controller clustered system on which the SAN Volume Controller software runs.

The nodes are always installed in pairs; a minimum of one pair and a maximum of
four pairs of nodes constitute a system. Each pair of nodes is known as an /O

group.

I/0 groups take the storage that is presented to the SAN by the storage systems as
MDisks and translates the storage into logical disks (volumes) that are used by
applications on the hosts. A node is in only one I/O group and provides access to
the volumes in that I/O group.

SAN Volume Controller nodes

In a clustered system, a node is an individual server upon which the SAN Volume
Controller software runs.

The nodes are always installed in pairs; a minimum of one pair and a maximum of
four pairs of nodes constitute a system. Each pair of nodes is known as an I/O

group.

I/0 groups take the storage that is presented to the SAN by the storage systems as
MDisks. The storage is then translated into logical disks (volumes) that are used by
applications on the hosts. A node is in only one I/O group and provides access to
the volumes in that I/O group.

SAN Volume Controller 2145-SV1 node features

The SAN Volume Controller 2145-SV1 system has the following features.
* A 19-inch rack-mounted enclosure
» Two eight-core processors

* 64 GB base memory per processor. Optionally, by adding 64 GB of memory, the
processor can support 128 GB, 192 GB, or 256 GB of memory.

* Eight small form factor (SFF) drive bays at the front of the control enclosure

* Support for a variety of optional host adapter cards, including:
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— 4-port 16 Gbps Fibre Channel adapter cards

— 4-port 10 Gbps Fibre Channel over Ethernet (FCoE) adapter cards for host
attachment

— 4-port 12 Gbps SAS cards to attach to expansion enclosures
Support for iSCSI host attachment (10 Gbps Ethernet)
Support for expansion enclosures to support additional drives

— SAN Volume Controller 2145-92F expansion enclosure to house up to 92 flash
drives (SFF or LFF drives) and two secondary expander modules

— SAN Volume Controller 2145-24F to house up to 24 SFF flash drives

— SAN Volume Controller 2145-12F to house up to 12 large form factor (LFF)
HDD or flash drives

Support for optional Compression Accelerator cards for IBM Real-time
Compression

Dual redundant power supplies
Dual redundant batteries
A dedicated technician port to initialize or service the system

SAN Volume Controller 2147-SV1 node features

The SAN Volume Controller 2147-SV1 system includes all of the features of the
SAN Volume Controller 2145-SV1 system plus Enterprise Class Support and a three
year warranty.

SAN Volume Controller 2145-DH8 node features

The SAN Volume Controller 2145-DHS8 node has the following features:

A 19-inch rack-mounted enclosure

At least one Fibre Channel adapter or one 10 Gbps Ethernet adapter
Optional second, third, and fourth Fibre Channel adapters

32 GB memory per processor

One or two, eight-core processors

Dual redundant power supplies

Dual redundant batteries for better reliability, availability, and serviceability than
for a SAN Volume Controller 2145-CG8 with an uninterruptible power supply

SAN Volume Controller 2145-92F expansion enclosure to house up to 92 flash
drives (SFF or LFF drives) and two secondary expander modules

Up to two SAN Volume Controller 2145-24F expansion enclosures to house up to
24 flash drives each

SAN Volume Controller 2145-12F expansion enclosures to house up to 12 LFF
HDD or flash drives

iSCSI host attachment (1 Gbps Ethernet and optional 10 Gbps Ethernet)
Supports optional IBM Real-time Compression

A dedicated technician port for local access to the initialization tool or the
service assistant interface.

SAN Volume Controller 2145-CG8 node features

The SAN Volume Controller 2145-CG8 node has the following features:

A 19-inch rack-mounted enclosure
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* One 4-port 8 Gbps Fibre Channel adapter

* One optional 2-port 10 Gbps Fibre Channel over Ethernet converged network
adapter

* Optional second 4-port 8 Gbps Fibre Channel adapter

* 24 GB memory

* Fibre Channel over Ethernet host attachment (need to add only one)

* One quad-core processor

* Dual, redundant power supplies

* Supports up to four optional flash drives

 iSCSI host attachment (1 Gbps Ethernet and optional 10 Gbps Ethernet)
* Supports optional IBM Real-time Compression

Note: The optional flash drives and optional 10 Gbps Ethernet cannot be in the
same 2145-CG8 node.

Systems

A system is a collection of SAN Volume Controller nodes.
A system can consist of between two to eight SAN Volume Controller nodes.

All configuration settings are replicated across all nodes in the system.
Management IP addresses are assigned to the system. Each interface accesses the
system remotely through the Ethernet system-management addresses, also known
as the primary, and secondary system IP addresses.

Configuration node

A configuration node is a single node that manages configuration activity of the
system.

If the configuration node fails, the system chooses a new configuration node. This
action is called configuration node failover. The new configuration node takes over
the management IP addresses. Thus, you can access the system through the same
IP addresses although the original configuration node has failed. During the
failover, there is a short period when you cannot use the command-line tools or
management GUL

shows an example of a clustered system that contains four nodes. Node 1
is the configuration node. User requests (i} ) are handled by node 1.

2
A
Node 1 Node 2 Node 3 Node 4
1 Configuration
. Node
IP Interface

Figure 11. SAN Volume Controller configuration node
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Configuration node addressing

At any given time, only one node within a SAN Volume Controller clustered
system is assigned an IP addresses.

An IP address for the clustered system must be assigned to Ethernet port 1. An IP
address can also be assigned to Ethernet port 2. These are the only ports that can
be assigned management IP addresses.

This node then acts as the focal point for all configuration and other requests that
are made from the management GUI application or the CLI. This node is known as
the configuration node.

If the configuration node is stopped or fails, the remaining nodes in the system
determine which node will take on the role of configuration node. The new
configuration node binds the management IP addresses to its Ethernet ports. It
broadcasts this new mapping so that connections to the system configuration
interface can be resumed.

The new configuration node broadcasts the new IP address mapping using the
Address Resolution Protocol (ARP). You must configure some switches to forward
the ARP packet on to other devices on the subnetwork. Ensure that all Ethernet
devices are configured to pass on unsolicited ARP packets. Otherwise, if the ARP
packet is not forwarded, a device loses its connection to the SAN Volume
Controller system.

If a device loses its connection to the SAN Volume Controller system, it can
regenerate the address quickly if the device is on the same subnetwork as the
system. However, if the device is not on the same subnetwork, it might take hours
for the address resolution cache of the gateway to refresh. In this case, you can
restore the connection by establishing a command line connection to the system
from a terminal that is on the same subnetwork, and then by starting a secure copy
to the device that has lost its connection.

Management IP failover

If the configuration node fails, the IP addresses for the clustered system are
transferred to a new node. The system services are used to manage the transfer of
the management IP addresses from the failed configuration node to the new
configuration node.

The following changes are performed by the system service:

* If software on the failed configuration node is still operational, the software
shuts down the management IP interfaces. If the software cannot shut down the
management IP interfaces, the hardware service forces the node to shut down.

* When the management IP interfaces shut down, all remaining nodes choose a
new node to host the configuration interfaces.

* The new configuration initializes the configuration daemons, including SSHD
and HTTPD, and then binds the management IP interfaces to its Ethernet ports.

* The router is configured as the default gateway for the new configuration.

* The routing tables are established on the new configuration for the management
IP addresses. The new configuration sends five unsolicited address resolution
protocol (ARP) packets for each IP address to the local subnet broadcast address.
The ARP packets contain the management IP and the Media Access Control
(MAC) address for the new configuration node. All systems that receive ARP

Chapter 1. SAN Volume Controller overview 13
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packets are forced to update their ARP tables. After the ARP tables are updated,
these systems can connect to the new configuration node.

Note: Some Ethernet devices might not forward ARP packets. If the ARP
packets are not forwarded, connectivity to the new configuration node cannot be
established automatically. To avoid this problem, configure all Ethernet devices
to pass unsolicited ARP packets. You can restore lost connectivity by logging in
to the system and starting a secure copy to the affected system. Starting a secure
copy forces an update to the ARP cache for all systems that are connected to the
same switch as the affected system.

Ethernet link failures

If the Ethernet link to the system fails because of an event that is unrelated to SAN
Volume Controller, the system does not attempt to fail over the configuration node
to restore management IP access. For example, the Ethernet link can fail if a cable
is disconnected or an Ethernet router fails. To protect against this type of failure,
the system provides the option for two Ethernet ports that each have a
management IP address. If you cannot connect through one IP address, attempt to
access the system through the alternative IP address.

Note: IP addresses that are used by hosts to access the system over an Ethernet
connection are different from management IP addresses.

Routing considerations for event notification and Network Time
Protocol

SAN Volume Controller supports the following protocols that make outbound
connections from the system:

* Email

* Simple Network Mail Protocol (SNMP)
* Syslog

* Network Time Protocol (NTP)

These protocols operate only on a port that is configured with a management IP
address. When it is making outbound connections, the system uses the following
routing decisions:

* If the destination IP address is in the same subnet as one of the management IP
addresses, the system sends the packet immediately.

e If the destination IP address is not in the same subnet as either of the
management IP addresses, the system sends the packet to the default gateway
for Ethernet port 1.

* If the destination IP address is not in the same subnet as either of the
management IP addresses and Ethernet port 1 is not connected to the Ethernet
network, the system sends the packet to the default gateway for Ethernet port 2.

When you configure any of these protocols for event notifications, use these
routing decisions to ensure that error notification works correctly if the network
fails.
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SAN fabric overview

The SAN fabric is an area of the network that contains routers and switches. A SAN
is configured into a number of zones. A device that uses the SAN can
communicate only with devices that are included in the same zones that it is in. A
system requires several distinct types of zones: a system zone, host zones, and disk
zones. The intersystem zone is optional.

In the host zone, the host systems can identify and address the nodes. You can
have more than one host zone and more than one disk zone. Unless you are using
a dual-core fabric design, the system zone contains all ports from all nodes in the
system. Create one zone for each host Fibre Channel port. In a disk zone, the
nodes identify the storage systems. Generally, create one zone for each external
storage system. If you are using the Metro Mirror and Global Mirror feature, create
a zone with at least one port from each node in each system; up to four systems
are supported.

Note: Some operating systems cannot tolerate other operating systems in the same
host zone, although you might have more than one host type in the SAN fabric.
For example, you can have a SAN that contains one host that runs on an IBM AIX®
operating system and another host that runs on a Microsoft Windows operating
system.

All communication between SAN Volume Controller nodes is performed through

the SAN. All SAN Volume Controller configuration and service commands are sent
to the system through an Ethernet network.
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Chapter 2. Introducing the SAN Volume Controller hardware

components

A SAN Volume Controller system consists of SAN Volume Controller nodes and

related hardware components, such as uninterruptible power supply units and the

optional redundant AC-power switches. Note that nodes and uninterruptible
power supply units are installed in pairs.

SAN Volume Controller nodes

SAN Volume Controller supports several different node types.

The following nodes are supported:

* The SAN Volume Controller 2145-DH8 node is available for purchase, with the

following features:
— At least one Fibre Channel adapter or one 10 Gbps Ethernet adapter
— Optional second and third Fibre Channel adapters

— Up to two SAN Volume Controller 2145-24F expansion enclosures to house
optional flash drives

— iSCSI host attachment (1 Gbps Ethernet and optional 10 Gbps Ethernet)

* The SAN Volume Controller 2145-CG8 node is available for purchase, with the

following features:

— A high-speed SAS adapter with up to four flash drives
— A two-port 10 Gbps Ethernet adapter

— A second four-port Fibre Channel adapter

* The following nodes are no longer available for purchase but remain supported:

— SAN Volume Controller 2145-CF8

A label on the front of the node indicates the SAN Volume Controller node type,

hardware revision (if appropriate), and serial number.

SAN Volume Controller controls and indicators

The controls and indicators are used for power and navigation and to indicate
information such as system activity, service and configuration options, service
controller failures, and node identification.

SAN Volume Controller 2145-DH8 front panel controls and
indicators

The controls and indicators on the front panel are used for power and to indicate

information such as system activity, node failures, and node identification.

[Figure 12 on page 18|shows the controls and indicators on the front panel of the
SAN Volume Controller 2145-DHS.

© Copyright IBM Corp. 2003, 2017
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Figure 12. SAN Volume Controller 2145-DH8 front panel

Hard disk drive activity LED
H Hard disk drive status LED
USB port

B Video connector

B Operator-information panel
@ Rack release latch

Node status LED

B Node fault LED

El Battery status LED

Battery fault LED

Batteries

Hard disk drives (boot drives)

Node status LED

The node status LED provides the following system activity indicators:

Off
On

The node is not operating as a member of a system.

The node is operating as a member of a system.

Slow blinking

The node is in candidate or service state.

Fast blinking
The node is dumping cache and state data to the local disk in anticipation
of a system reboot from a pending power-off action or other controlled

restart sequence.

Node fault LED

A node fault is indicated by the amber node-fault LED.

Off

On

The node does not have any errors that will prevent it from doing I/O or
the system software is not running on the node.

The node has a fatal node error and is not part of the system.

SAN Volume Controller: Troubleshooting Guide
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Battery status LED

The green battery status LED indicates one of the following battery conditions.

Off The system software is not running on the node or the state of the system
cannot be saved if power to the node is lost.

Fast blinking
Battery charge level is too low for the state of the system to be saved if
power to the node is lost. Batteries are charging.

Slow blinking
Battery charge level is sufficient for the state of the system to be saved
once if power to the node is lost.

On Battery charge level is sufficient for the state of the system to be saved
twice if power to the node is lost.

Battery fault LED

The amber battery fault LED indicates one of the following battery conditions.

Off The system software is not running on the node or this battery does not
have a fault.

Blinking
This battery is being identified.

On This battery has a fault. It cannot be used to save the system state if power
to the node is lost.

Hard disk drive activity LED

The green drive activity LED indicates one of the following conditions.
Off The drive is not ready for use.

Flashing
The drive is in use.

On The drive is ready for use, but is not in use.
Hard disk drive status LED

The amber drive status LED indicates one of the following conditions.
Off The drive is in a good state or has no power.

Blinking
The drive is being identified.

On The drive has failed.
SAN Volume Controller 2145-CG8 controls and indicators

The controls and indicators are used for power and navigation and to indicate
information such as system activity, service and configuration options, service
controller failures, and node identification.

[Figure 13 on page 20| shows the controls and indicators on the front panel of the
SAN Volume Controller 2145-CGS8.
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Figure 13. SAN Volume Controller 2145-CG8 front panel

Node-status LED

H Front-panel display
Navigation buttons

B Operator-information panel
B Select button

[ Error LED

SAN Volume Controller 2145-CF8 controls and indicators

The controls and indicators are used for power and navigation and to indicate
information such as system activity, service and configuration options, service
controller failures, and node identification.

shows the controls and indicators on the front panel of the SAN Volume
Controller 2145-CF8.
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Figure 14. SAN Volume Controller 2145-CF8 front panel
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Node-status LED

H Front-panel display
Navigation buttons

B Operator-information panel
B Select button

@ Error LED

Node status LED
System activity is indicated through the green node-status LED.

The node status LED provides the following system activity indicators:

Off The node is not operating as a member of a system.
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On The node is operating as a member of a system.

Slow blinking
The node is in candidate or service state.

Fast blinking
The node is dumping cache and state data to the local disk in anticipation
of a system reboot from a pending power-off action or other controlled
restart sequence.

Front-panel display

The front-panel display shows service, configuration, and navigation information.

You can select the language that is displayed on the front panel. The display can
show both alphanumeric information and graphical information (progress bars).

The front-panel display shows configuration and service information about the
node and the system, including the following items:

* Boot progress indicator
* Boot failed

* Charging

* Hardware boot

* Node rescue request
* Power failure

* Powering off

* Recovering

* Restarting

* Shutting down

* Error codes

* Validate WWNN?

Navigation buttons
You can use the navigation buttons to move through menus.

There are four navigational buttons that you can use to move throughout a menu:
up, down, right, and left.

Each button corresponds to the direction that you can move in a menu. For
example, to move right in a menu, press the navigation button that is located on
the right side. If you want to move down in a menu, press the navigation button
that is located on the bottom.

Note: The select button is used in tandem with the navigation buttons.

Product serial number

The node contains a SAN Volume Controller product serial number that is written
to the system board hardware. The product serial number is also printed on the
serial number label which is located on the front panel.

This number is used for warranty and service entitlement checking and is included
in the data sent with error reports. It is essential that this number is not changed
during the life of the product. If the system board is replaced, you must follow the
system board replacement instructions carefully and rewrite the serial number on
the system board.
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Select button
Use the select button to select an item from a menu.

The select button and navigation buttons help you to navigate and select menu
and boot options, and start a service panel test. The select button is located on the
front panel of the SAN Volume Controller, near the navigation buttons.

Node identification label

The node identification label on the front panel displays a six-digit node
identification number. Sometimes this number is called the panel name or front
panel ID.

The node identification label is the six-digit number that is input to the addnode
command. It is readable by system software and is used by configuration and
service software as a node identifier. The node identification number can also be
displayed on the front-panel display when node is selected from the menu.

If the service controller assembly front panel is replaced, the configuration and
service software displays the number that is printed on the front of the
replacement panel. Future error reports contain the new number. No system
reconfiguration is necessary when the front panel is replaced.

Error LED

Critical faults on the service controller are indicated through the amber error LED.

The error LED has the following two states:
OFF  The service controller is functioning correctly.

ON A critical service-controller failure was detected and you must replace the
service controller.

The error LED can light temporarily when the node is powered on. If the
error LED is on, but the front panel display is completely blank, wait five
minutes to allow the LED time to turn off before performing any service
action.

SAN Volume Controller operator-information panel

The operator-information panel is located on the front panel of the SAN Volume
Controller .

SAN Volume Controller 2145-DH8 operator information panel
The operator-information panel indicates information such as system board errors,
Ethernet activity, and power status.

[Figure 15 on page 23|shows the operator-information panel for the SAN Volume
Controller 2145-DHS.

SAN Volume Controller: Troubleshooting Guide
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Figure 15. SAN Volume Controller 2145-DH8 operator information panel
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Power-control button and power-on LED (green)
H Ethernet icon

System-locator button and LED (blue)

I Release latch for the light path diagnostics panel
B Ethernet activity LEDs

@ Check log LED

System-error LED (yellow)

Note: If the node has more than four Ethernet ports, activity on ports five and
above is not reflected on the operator-information panel Ethernet activity LEDs.

SAN Volume Controller 2145-CG8 operator-information panel
The operator-information panel contains buttons and indicators such as the
power-control button, and LEDs that provide system information.

shows the operator-information panel for the SAN Volume Controller
2145-CG8.
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Figure 16. SAN Volume Controller 2145-CG8 or 2145-CF8 operator-information panel
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Power-button cover

H Ethernet 1 activity LED. The operator-information panel LEDs refer to the

Ethernet ports that are mounted on the system board.

Ethernet 2 activity LED. The operator-information panel LEDs refer to the

Ethernet ports that are mounted on the system board.
B System-information LED

B System-error LED

@ Release latch

Locator button and LED

Chapter 2. Introducing the SAN Volume Controller hardware components
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B Power button and LED

Note: If you install the 10 Gbps Ethernet feature, the port activity is not reflected
on the activity LEDs.

SAN Volume Controller 2145-CF8 operator-information panel
The operator-information panel contains buttons and indicators such as the
power-control button, and LEDs that provide system information.

shows the operator-information panel for the SAN Volume Controller
2145-CF8.
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Figure 17. SAN Volume Controller 2145-CG8 or 2145-CF8 operator-information panel

Power-button cover

H Ethernet 2 activity LED

Ethernet 1 activity LED

B System-information LED
B System-error LED

A Release latch

Locator button and LED
B Not used

B Not used

Power button and LED

System-error LED
When it is lit, the system-error LED indicates that a system-board error has
occurred.

This amber LED lights up if the hardware detects an unrecoverable error that
requires a new field-replaceable unit (FRU). To help you isolate the faulty FRU, see
MAP 5800: Light path to help you isolate the faulty FRU.

A system-error LED is also at the rear of theseSAN Volume Controller models:
* 2145-CG8
+ 2145-CF8

Disk drive activity LED
When it is lit, the green disk drive activity LED indicates that the disk drive is in
use.

SAN Volume Controller: Troubleshooting Guide



Reset button
If a reset button is available on your SAN Volume Controller node, do not use it.

Attention: If you use the reset button, the node restarts immediately without the
SAN Volume Controller control data being written to disk. Service actions are then
required to make the node operational again.

Power button
The power button turns main power on or off for the SAN Volume Controller.

To turn on the power, press and release the power button. You must have a
pointed device, such as a pen, to press the button.

To turn off the power, press and release the power button. For more information
about how to turn off the SAN Volume Controller node, see MAP 5350: Powering
off a SAN Volume Controller node.

Attention: When the node is operational and you press and immediately release
the power button, the SAN Volume Controller writes its control data to its internal
disk and then turns off. This can take up to five minutes. If you press the power
button but do not release it, the node turns off immediately without the SAN
Volume Controller control data being written to disk. Service actions are then
required to make the SAN Volume Controller operational again. Therefore, during
a power-off operation, do not press and hold the power button for more than two
seconds.

Power LED

The green power LED indicates the power status of the system.

The power LED has the following properties:

Off One or more of the following are true:
* No power is present at the power supply input.
* The power supply has failed.
* The LED has failed.

On The SAN Volume Controller node is turned on.

Blinking
The SAN Volume Controller node is turned off, but is still connected to a
power source.

Note: A power LED is also at the rear of these SAN Volume Controller nodes:
+ 2145-CG8
» 2145-CF8

System-information LED
When the system-information LED is lit, a noncritical event has occurred.

Check the light path diagnostics panel and the event log. Light path diagnostics
are described in more detail in the light path maintenance analysis procedure
(MAP).

Locator LED
The SAN Volume Controller does not use the locator LED.
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Ethernet-activity LED

An Ethernet-activity LED beside each Ethernet port indicates that theSAN Volume
Controller node is communicating on the Ethernet network that is connected to the
Ethernet port.

The operator-information panel LEDs refer to the Ethernet ports that are mounted
on the system board. If you install the 10 Gbps Ethernet card on a SAN Volume
Controller 2145-CGS8, the port activity is not reflected on the activity LEDs.

SAN Volume Controller rear-panel indicators and connectors

The rear-panel indicators for the SAN Volume Controller are located on the
back-panel assembly. The external connectors are located on the SAN Volume
Controller node and the power supply assembly.

SAN Volume Controller 2145-DH8 rear-panel indicators

The rear-panel indicators consist of LEDs that indicate the status of the Fibre
Channel ports, Ethernet connection and activity, power, electrical current, and
system-board errors.

shows the rear-panel indicators on the SAN Volume Controller 2145-DH8
back-panel assembly.
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Figure 18. SAN Volume Controller 2145-DH8 rear-panel indicators

Ethernet-link LED

H Ethernet-activity LED

Power, location, and system-error LEDs
B AC, DC, and power-supply error LEDs

SAN Volume Controller 2145-DH8 connectors

The SAN Volume Controller 2145-DHS8 includes multiple external connectors for
data, video, and power.

[Figure 19 on page 27| shows the external connectors on the SAN Volume Controller
2145-DHS back panel assembly.

SAN Volume Controller: Troubleshooting Guide
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Figure 19. Connectors on the rear of the SAN Volume Controller 2145-DH8
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1 Gbps Ethernet port 1
H 1 Gbps Ethernet port 2
1 Gbps Ethernet port 3
B Technician port (Ethernet)
B Power supply 2

@ Power supply 1

USB 6

B usB 5

Bl UsB 4

USB 3

Serial

Video

Unused Ethernet port

shows the type of connector that is located on each power-supply
assembly.
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Figure 20. Power connector

Neutral
H Ground
Live

Note: Optional host interface adapters provide additional connectors for 10Gbps
Ethernet, Fibre Channel, or SAS.

SAN Volume Controller 2145-DHS8 ports used during service procedures:

The SAN Volume Controller 2145-DHS8 contains a number of ports that are only
used during service procedures.
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shows ports that are used only during service procedures.
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Figure 21. SAN Volume Controller 2145-DH8 service ports

Technician port (Ethernet)
H UsB 3
USB 4
A UsSB5
H UsB &6

aveNNRAR

During normal operation, none of these ports are used. Connect a device to any of

these ports only when you are directed to do so by a service procedure or by an
IBM service representative.

SAN Volume Controller 2145-DHS8 unused ports:

The SAN Volume Controller 2145-DHS8 includes one port that is not used.

shows the one port that is not used during service procedures or normal

operation. This port is disabled in software to make the port inactive.
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Figure 22. SAN Volume Controller 2145-DH8 unused Ethernet port
Unused Ethernet port

SAN Volume Controller 2145-CG8 rear-panel indicators

The rear-panel indicators consist of LEDs that indicate the status of the Fibre
Channel ports, Ethernet connection and activity, power, electrical current, and
system-board errors.

[Figure 23 on page 29| shows the rear-panel indicators on the SAN Volume
Controller 2145-CG8 back-panel assembly.

28 SAN Volume Controller: Troubleshooting Guide
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Figure 23. SAN Volume Controller 2145-CG8 rear-panel indicators

Fibre Channel LEDs

H Ethernet-link LEDs

Ethernet-activity LEDs

B Ac, dc, and power-supply error LEDs
ﬂ Power, location, and system-error LEDs

shows the rear-panel indicators on the SAN Volume Controller 2145-CG8
back-panel assembly that has the 10 Gbps Ethernet feature.
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Figure 24. SAN Volume Controller 2145-CG8 rear-panel indicators for the 10 Gbps Ethernet
feature

10 Gbps Ethernet-link LEDs. The amber link LED is on when this port is
connected to a 10 Gbps Ethernet switch and the link is online.

H 10 Gbps Ethernet-activity LEDs. The green activity LED is on while data is
being sent over the link.

SAN Volume Controller 2145-CG8 connectors

External connectors that the SAN Volume Controller 2145-CG8 uses include four
Fibre Channel ports, a serial port, two Ethernet ports, and two power connectors.
The 2145-CG8 also has external connectors for the 10 Gbps Ethernet feature.

These figures show the external connectors on the SAN Volume Controller
2145-CG8 back panel assembly.

svc00732

Figure 25. Connectors on the rear of the SAN Volume Controller 2145-CG8
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Fibre Channel port 1

H Fibre Channel port 2

Fibre Channel port 3

[ Fibre Channel port 4

B Power cord connector for power supply 1

@ Power cord connector for power supply 2
Serial connection for UPS communication cable
B Ethernet port 2

Bl Ethernet port 1

QueNN731

Figure 26. 10 Gbps Ethernet ports on the rear of the SAN Volume Controller 2145-CG8

10 Gbps Ethernet port 3
H 10 Gbps Ethernet port 4
Fibre Channel port 5 (not shown)
Fibre Channel port 6 (not shown)
Fibre Channel port 7 (not shown)
Fibre Channel port 8 (not shown)

shows the type of connector that is located on each power-supply
assembly. Use these connectors to connect the SAN Volume Controller 2145-CG8 to

the two power cables from the uninterruptible power supply.

Neutral
Ground

Live

Figure 27. Power connector

SAN Volume Controller 2145-CGS8 ports used during service procedures:

The SAN Volume Controller 2145-CG8 contains a number of ports that are only
used during service procedures.

[Figure 28 on page 31| shows ports that are used only during service procedures.
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Figure 28. Service ports of the SAN Volume Controller 2145-CG8

System management port
H Two monitor ports, one on the front and one on the rear
Four USB ports, two on the front and two on the rear

During normal operation, none of these ports are used. Connect a device to any of
these ports only when you are directed to do so by a service procedure or by an
IBM service representative.

SAN Volume Controller 2145-CG8 unused ports:

The SAN Volume Controller 2145-CG8 can contain one port that is not used.

igure 29|shows the one port that is not used during service procedures or normal
use.
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Figure 29. SAN Volume Controller 2145-CG8 port not used

Serial-attached SCSI (SAS) port
When present, this port is disabled in software to make the port inactive.

The SAS port is present when the optional high-speed SAS adapter is installed
with one or more flash drives.

SAN Volume Controller 2145-CF8 rear-panel indicators

The rear-panel indicators consist of LEDs that indicate the status of the Fibre
Channel ports, Ethernet connection and activity, power, electrical current, and
system-board errors.

[Figure 30 on page 32|shows the rear-panel indicators on the SAN Volume
Controller 2145-CF8 back-panel assembly.
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Figure 30. SAN Volume Controller 2145-CF8 rear-panel indicators

Fibre Channel LEDs

H AC, DC, and power-supply error LEDs
Power, location, and system-error LEDs
B Ethernet-link LEDs

B Ethernet-activity LEDs

SAN Volume Controller 2145-CF8 connectors
External connectors that the SAN Volume Controller 2145-CF8 uses include four
Fibre Channel ports, a serial port, two Ethernet ports, and two power connectors.

shows the external connectors on the SAN Volume Controller 2145-CF8
back panel assembly.
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Figure 31. Connectors on the rear of the SAN Volume Controller 2145-CG8 or 2145-CF8
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Fibre Channel port 1

H Fibre Channel port 2

Fibre Channel port 3

I Fibre Channel port 4

B Power cord connector for power supply 1

@ Power cord connector for power supply 2
Serial connection for UPS communication cable
B Ethernet port 2

Bl Ethernet port 1

[Figure 32 on page 33|shows the type of connector that is located on each
power-supply assembly. Use these connectors to connect the SAN Volume
Controller 2145-CF8 to the two power cables from the uninterruptible power

supply.
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Figure 32. Power connector

SAN Volume Controller 2145-CF8 ports used during service procedures:

The SAN Volume Controller 2145-CF8 contains a number of ports that are only
used during service procedures.

shows ports that are used only during service procedures.
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Figure 33. Service ports of the SAN Volume Controller 2145-CF8

System management port
H Two monitor ports, one on the front and one on the rear
Four USB ports, two on the front and two on the rear

During normal operation, none of these ports are used. Connect a device to any of
these ports only when you are directed to do so by a service procedure or by an
IBM service representative.

SAN Volume Controller 2145-CF8 unused ports:

The SAN Volume Controller 2145-CF8 can contain one port that is not used.

Figure 34| shows the one port that is not used during service procedures or normal
use.
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Figure 34. SAN Volume Controller 2145-CF8 port not used
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Serial-attached SCSI (SAS) port
When present, this port is disabled in software to make the port inactive.

The SAS port is present when the optional high-speed SAS adapter is installed
with one or more flash drives.

Fibre Channel LEDs
The Fibre Channel LEDs indicate the status of the Fibre Channel ports.

Two LEDs are used to indicate the state and speed of the operation of each Fibre
Channel port. The bottom LED indicates the link state and activity.

Table 7. Link state and activity for the bottom Fibre Channel LED

LED state Link state and activity indicated
Off Link inactive

On Link active, no I/O

Flashing Link active, I/O active

Each Fibre Channel port can operate at one of three speeds. The top LED indicates
the relative link speed. The link speed is defined only if the link state is active.

Table 8. Link speed for the top Fibre Channel LED

LED state Link speed indicated
Off SLOW

On FAST

Blinking MEDIUM

shows the actual link speeds for the SAN Volume Controller 2145-CF8 and
for the SAN Volume Controller 2145-CGS.

Table 9. Actual link speeds

Link speed Actual link speeds
Slow 2 Gbps
Fast 8 Gbps
Medium 4 Gbps

Ethernet activity LED
The Ethernet activity LED indicates that the node is communicating with the
Ethernet network that is connected to the Ethernet port.

There is a set of LEDs for each Ethernet connector. The top LED is the Ethernet
link LED. When it is lit, it indicates that there is an active connection on the
Ethernet port. The bottom LED is the Ethernet activity LED. When it flashes, it
indicates that data is being transmitted or received between the server and a
network device.

Ethernet link LED

The Ethernet link LED indicates that there is an active connection on the Ethernet
port.

SAN Volume Controller: Troubleshooting Guide



There is a set of LEDs for each Ethernet connector. The top LED is the Ethernet
link LED. When it is lit, it indicates that there is an active connection on the
Ethernet port. The bottom LED is the Ethernet activity LED. When it flashes, it
indicates that data is being transmitted or received between the server and a
network device.

Power, location, and system-error LEDs

The power, location, and system-error LEDs are housed on the rear of the SAN
Volume Controller. These three LEDs are duplicates of the same LEDs that are
shown on the front of the node.

The following terms describe the power, location, and system-error LEDs:

Power LED
This is the top of the three LEDs and indicates the following states:
Off One or more of the following are true:
* No power is present at the power supply input
* The power supply has failed
* The LED has failed

On The SAN Volume Controller is powered on.

Blinking
The SAN Volume Controller is turned off but is still connected to a
power source.

Location LED
This is the middle of the three LEDs and is not used by the SAN Volume
Controller.

System-error LED
This is the bottom of the three LEDs that indicates that a system board
error has occurred. The light path diagnostics provide more information.

AC and DC LEDs
The AC and DC LEDs indicate whether the node is receiving electrical current.

AC LED
The upper LED indicates that AC current is present on the node.

DC LED
The lower LED indicates that DC current is present on the node.

AC, DC, and power-supply error LEDs:

The AC, DC, and power-supply error LEDs indicate whether the node is receiving
electrical current.

[Figure 35 on page 36| shows the location of the SAN Volume Controller 2145-DH8
AC, DC, and power-supply error LEDs.
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Figure 35. SAN Volume Controller 2145-DH8 AC, DC, and power-error LEDs

Each of the two power supplies has its own set of LEDs.
Indicates that AC current is present on the node.
2] Indicates that DC current is present on the node.

H Indicates a problem with the power supply.

AC, DC, and power-supply error LEDs on the SAN Volume Controller 2145-CF8
and SAN Volume Controller 2145-CGS8:

The AC, DC, and power-supply error LEDs indicate whether the node is receiving
electrical current.

shows the location of the AC, DC, and power-supply error LEDs.
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Figure 36. SAN Volume Controller 2145-CG8 or 2145-CF8 AC, DC, and power-error LEDs

Each of the two power supplies has its own set of LEDs.

AC LED
The upper LED (|l§) on the left side of the power supply, indicates that
AC current is present on the node.
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DC LED
The middle LED () to the left side of the power supply, indicates that
DC current is present on the node.

Power-supply error LED
The lower LED () to the left side of the power supply, indicates a
problem with the power supply.

Fibre Channel port numbers and worldwide port names

Fibre Channel (FC) ports are identified by their physical port number and by a
worldwide port name (WWPN).

The physical port numbers identify Fibre Channel adapters and cable connections
when you run service tasks. World wide port names (WWPNSs), which uniquely
identify the devices on the SAN, are used for tasks such as Fibre Channel switch
configuration. The WWPNs are derived from the worldwide node name (WWNN)
of the node in which the ports are installed.

Requirements for the SAN Volume Controller environment

Certain specifications for the physical site of the SAN Volume Controller must be
met before the IBM representative can set up your SAN Volume Controller
environment.

SAN Volume Controller 2145-DH8 environment requirements
Before the SAN Volume Controller 2145-DHS is installed, the physical environment
must meet certain requirements. This includes verifying that adequate space is
available and that requirements for power and environmental conditions are met.

Input-voltage requirements

Ensure that your environment meets the voltage requirements that are shown in
-able 10

Table 10. Input-voltage requirements

Voltage Frequency
100-127 / 200-240Vac 50 Hz or 60 Hz

Maximum power requirements for each node
Ensure that your environment meets the power requirements as shown in [Table 11

The maximum power that is required depends on the node type and the optional
features that are installed.

Table 11. Power consumption

Components Power requirements

SAN Volume Controller 2145-DHS8 200 W typical, 750 W maximum (200 - 240V
ac, 50/60 Hz)

Note: You cannot mix ac and dc power sources; the power sources must match.
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Environment requirements without redundant AC power

Ensure that your environment falls within the following ranges if you are not
using redundant AC power.

If you are not using redundant ac power, ensure that your environment falls
within the ranges that are shown in [Table 12

Table 12. Physical specifications

higher altitudes

(41°F to 82°F)

(3,118 ft to
10,000 ft)

Relative Maximum dew
Environment Temperature Altitude humidity point
Operating in 5°C to 40°C 0 to 950 m
lower altitudes | (41°F to 104°F) | (0 ft to 3,117 ft)
Operating in 5°C to 28°C 951 m to 3,050 m | 8% to 85% 24°C (75°F)

(-40°F to 140.0°F)

(0 ft to 34,991 ft)

Turned off (with |5°C to 45°C 0m to 3,050 m |8% to 85% 27°C (80.6°F)
standby power) | (41°F to 113°F) (0 ft to 10,000 ft)
Storing 1°C to 60°C 0m to 3,050 m |5% to 80% 29°C (84.2°F)
(33.8°F to (0 ft to 10,000 ft)
140.0°F)
Shipping -40°C to 60°C 0 m to 10,700 m |5% to 100% 29°C (84.2°F)

Note: Decrease the maximum system temperature by 1°C for every 175 m increase

in altitude.

Preparing your environment

The following tables list the physical characteristics of the 2145-DHS8 node.

Dimensions and weight

Use the parameters that are shown in [Table 13| to ensure that space is available in a
rack capable of supporting the node.

Table 13. Dimensions and weight

Height

Width

Depth

Maximum weight

86 mm (3.4 in.)

445 mm (17.5 in)

746 mm (29.4 in)

25 kg (55 1b) to 30 kg
(65 1b) depending on
configuration

Additional space requirements

Ensure that space is available in the rack for the additional space requirements

around the node, as shown in [Table 14

Table 14. Additional space requirements

Location

Additional space
requirements

Reason

Left side and right side

Minimum: 50 mm (2 in.)

Cooling air flow

Back

Minimum: 100 mm (4 in.)

Cable exit
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Maximum heat output of each 2145-DH8 node

The node dissipates the maximum heat output that is given in [Table 15
Table 15. Maximum heat output of each 2145-DH8 node

Model Heat output per node

2145-DH8 * Minimum configuration: 419.68 Btu per
hour (AC 123 watts)

* Maximum configuration: 3480.24 Btu per
hour (AC 1020 watts)

SAN Volume Controller 2145-CG8 environment requirements
Before the SAN Volume Controller 2145-CGS8 is installed, the physical environment
must meet certain requirements. This includes verifying that adequate space is
available and that requirements for power and environmental conditions are met.

Input-voltage requirements

Ensure that your environment meets the voltage requirements that are shown in
[Table 16]

Table 16. Input-voltage requirements

Voltage Frequency
200 V - 240 V single phase ac 50 Hz or 60 Hz
Attention:

* If the uninterruptible power supply is cascaded from another uninterruptible
power supply, the source uninterruptible power supply must have at least three
times the capacity per phase and the total harmonic distortion must be less than
5%.

* The uninterruptible power supply also must have input voltage capture that has
a slew rate of no more than 3 Hz per second.

Maximum power requirements for each node
Ensure that your environment meets the power requirements as shown in

The maximum power that is required depends on the node type and the optional
features that are installed.

Table 17. Maximum power consumption

Components Power requirements
SAN Volume Controller 2145-CG8 and 2145 200 W
UPS-1U

For each redundant AC-power switch, add 20 W to the power requirements.

For the high-speed SAS adapter with from one to four solid-state drives, add 50 W
to the power requirements.
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Circuit breaker requirements

The 2145 UPS-1U has an integrated circuit breaker and does not require additional
protection.

Environment requirements without redundant AC power

If you are not using redundant ac power, ensure that your environment falls
within the ranges that are shown in [Table 1§

Table 18. Environment requirements without redundant AC power

Maximum wet
Relative bulb
Environment Temperature Altitude humidity temperature
Operating in 10°C - 35°C Om-914 m 8% - 80% 23°C (73°F)
lower altitudes | (50°F - 95°F) (0 ft - 3000 ft) noncondensing
Operating in 10°C - 32°C 914 m - 2133 m | 8% - 80% 23°C (73°F)
higher altitudes | (50°F - 90°F) (3000 ft - 7000 ft) | noncondensing
Turned off 10°C - 43°C 0m-2133 m 8% - 80% 27°C (81°F)
(50°F - 109°F) (0 ft - 7000 ft) noncondensing
Storing 1°C - 60°C 0m-2133 m 5% - 80% 29°C (84°F)
(34°F - 140°F) (0 ft - 7000 ft) noncondensing
Shipping -20°C - 60°C 0m - 10668 m |5% - 100% 29°C (84°F)
(-4°F - 140°F) (0 ft - 34991 ft) |condensing, but
no precipitation

Environment requirements with redundant AC power

If you are using redundant ac power, ensure that your environment falls within the
ranges that are shown in [Table 19

Table 19. Environment requirements with redundant AC power

Maximum wet
Relative bulb
Environment Temperature Altitude humidity temperature
Operating in 15°C - 32°C Om-914m 20% - 80% 23°C (73°F)
lower altitudes | (59°F - 90°F) (0 ft - 3000 ft) noncondensing
Operating in 15°C - 32°C 914 m - 2133 m  |20% - 80% 23°C (73°F)
higher altitudes | (59°F - 90°F) (3000 ft - 7000 ft) | noncondensing
Turned off 10°C - 43°C 0m-2133 m 20% - 80% 27°C (81°F)
(50°F - 109°F) (0 ft - 7000 ft) noncondensing
Storing 1°C - 60°C 0m-2133m 5% - 80% 29°C (84°F)
(34°F - 140°F) (0 ft - 7000 ft) noncondensing
Shipping -20°C - 60°C 0 m - 10668 m 5% - 100% 29°C (84°F)
(-4°F - 140°F) (0 ft - 34991 ft) |condensing, but
no precipitation

Preparing your environment

The following tables list the physical characteristics of the SAN Volume Controller
2145-CG8 node.
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Dimensions and weight

Use the parameters that are shown in [Table 20| to ensure that space is available in a
rack capable of supporting the node.

Table 20. Dimensions and weight

Height Width Depth Maximum weight
43 cm 44 cm 73.7 cm 15 kg
(1.7 in.) (17.3 in.) (29 in.) (33 1b)

Additional space requirements

Ensure that space is available in the rack for the additional space requirements
around the node, as shown in[Table 21

Table 21. Additional space requirements

Additional space
Location requirements Reason
Left side and right side Minimum: 50 mm (2 in.) Cooling air flow
Back Minimum: 100 mm (4 in.) Cable exit

Maximum heat output of each SAN Volume Controller 2145-CG8 node

The node dissipates the maximum heat output that is given in [Table 22
Table 22. Maximum heat output of each SAN Volume Controller 2145-CG8 node

Model Heat output per node

SAN Volume Controller 2145-CG8 160 W (546 Btu per hour)

SAN Volume Controller 2145-CG8 plus flash |210 W (717 Btu per hour)
drive

Maximum heat output of each 2145 UPS-1U

The 2145 UPS-1U dissipates the maximum heat output that is given in [Table 23

Table 23. Maximum heat output of each 2145 UPS-1U

Model Heat output per node
Maximum heat output of 2145 UPS-1U 10 W (34 Btu per hour)
during normal operation

Maximum heat output of 2145 UPS-1U 100 W (341 Btu per hour)
during battery operation

SAN Volume Controller 2145-CF8 environment requirements
Before you install a SAN Volume Controller 2145-CF8 node, your physical
environment must meet certain requirements. This includes verifying that adequate
space is available and that requirements for power and environmental conditions

are met.
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Input-voltage requirements

Ensure that your environment meets the voltage requirements that are shown in

Table 24. Input-voltage requirements

Voltage Frequency
200 - 240 V single phase ac 50 or 60 Hz
Attention:

* If the uninterruptible power supply is cascaded from another uninterruptible
power supply, the source uninterruptible power supply must have at least three
times the capacity per phase and the total harmonic distortion must be less than
5%.

* The uninterruptible power supply also must have input voltage capture that has
a slew rate of no more than 3 Hz per second.

Power requirements for each node
Ensure that your environment meets the following power requirements.

Ensure that your environment meets the power requirements as shown in [Table 25

Table 25. Power requirements for each node

Components Power requirements

SAN Volume Controller 2145-CF8 node and |200 W
2145 UPS-1U power supply

Notes:

* SAN Volume Controller 2145-CF8 nodes cannot connect to all revisions of the
2145 UPS-1U power supply unit. The SAN Volume Controller 2145-CF8 nodes
require the 2145 UPS-1U power supply unit part number 31P1318. This unit has
two power outlets that are accessible. Earlier revisions of the 2145 UPS-1U
power supply unit have only one power outlet that is accessible and are not
suitable.

* For each redundant AC-power switch, add 20 W to the power requirements.

* For each high-speed SAS adapter with one to four flash drives, add 50 W to the
power requirements.

Circuit breaker requirements

The 2145 UPS-1U has an integrated circuit breaker and does not require additional
protection.

Environment requirements without redundant AC power

If you are not using redundant ac power, ensure that your environment falls
within the ranges that are shown in [Table 26 on page 43|
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Table 26. Environment requirements without redundant AC power

Maximum wet

(-4°F to 140°F)

(0 - 34991 ft)

condensing, but
no precipitation

Relative bulb
Environment Temperature Altitude humidity temperature
Operating in 10°C to 35°C 0-914 m 8% to 80% 23°C (73°F)
lower altitudes | (50°F to 95°F) (0 - 2998 ft) noncondensing
Operating in 10°C to 32°C 914 - 2133 m 8% to 80% 23°C (73°F)
higher altitudes | (50°F to 90°F) (2998 - 6988 ft) | noncondensing
Turned off 10°C to 43°C 0-2133 m 8% to 80% 27°C (81°F)
(50°F to 110°F) (0 - 6988 ft) noncondensing
Storing 1°C to 60°C 0-2133 m 5% to 80% 29°C (84°F)
(34°F to 140°F) (0 - 6988 ft) noncondensing
Shipping -20°C to 60°C 0 - 10668 m 5% to 100% 29°C (84°F)

Environment requirements with redundant AC power

If you are using redundant ac power, ensure that your environment falls within the

ranges that are shown in

Table 2

Table 27. Environment requirements with redundant AC power

Maximum wet

(-4°F to 140°F)

(0 - 34991 ft)

condensing, but
no precipitation

Relative bulb
Environment Temperature Altitude humidity temperature
Operating in 15°C to 32°C 0-914m 20% to 80% 23°C (73°F)
lower altitudes | (59°F to 90°F) (0 - 2998 ft) noncondensing
Operating in 15°C to 32°C 914 - 2133 m 20% to 80% 23°C (73°F)
higher altitudes | (59°F to 90°F) (2998 - 6988 ft) |noncondensing
Turned off 10°C to 43°C 0-2133 m 20% to 80% 27°C (81°F)
(50°F to 110°F) (0 - 6988 ft) noncondensing
Storing 1°C to 60°C 0-2133 m 5% to 80% 29°C (84°F)
(34°F to 140°F) (0 - 6988 ft) noncondensing
Shipping -20°C to 60°C 0 - 10668 m 5% to 100% 29°C (84°F)

Preparing your environment

The following tables list the physical characteristics of the SAN Volume Controller

2145-CF8 node.

Dimensions and weight

Use the parameters that are shown in [Table 28| to ensure that space is available in a
rack capable of supporting the node.

Table 28. Dimensions and weight

Height Width Depth Maximum weight
43 mm 440 mm 686 mm 12.7 kg
(1.69 in.) (17.32 in.) (27 in.) (28 1b)
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Additional space requirements

Ensure that space is available in the rack for the additional space requirements
around the node, as shown in [Table 29

Table 29. Additional space requirements

Additional space

Location requirements Reason
Left and right sides 50 mm (2 in.) Cooling air flow
Back Minimum: Cable exit

100 mm (4 in.)

Heat output of each SAN Volume Controller 2145-CF8 node

The node dissipates the maximum heat output that is given in [Table 30
Table 30. Heat output of each SAN Volume Controller 2145-CF8 node

Model Heat output per node
SAN Volume Controller 2145-CF8 160 W (546 Btu per hour)

SAN Volume Controller 2145-CF8 and up to |210 W (717 Btu per hour)
four optional flash drives

Maximum heat output of 2145 UPS-1U 10 W (34 Btu per hour)
during typical operation
Maximum heat output of 2145 UPS-1U 100 W (341 Btu per hour)

during battery operation

Redundant AC-power switch

44

The redundant AC-power switch is an optional feature that makes the SAN
Volume Controller nodes resilient to the failure of a single power circuit. The
redundant AC-power switch is not a replacement for an uninterruptible power
supply. You must still use an uninterruptible power supply for each node.

Restriction: The Redundant AC-power switch applies only to SAN Volume
Controller 2145-CF8 and SAN Volume Controller 2145-CG8 models.

You must connect the redundant AC-power switch to two independent power
circuits. One power circuit connects to the main power input port and the other
power circuit connects to the backup power-input port. If the main power to the
SAN Volume Controller node fails for any reason, the redundant AC-power switch
automatically uses the backup power source. When power is restored, the
redundant AC-power switch automatically changes back to using the main power
source.

Place the redundant AC-power switch in the same rack as the SAN Volume
Controller node. The redundant AC-power switch logically sits between the rack
power distribution unit and the 2145 UPS-1U.

You can use a single redundant AC-power switch to power one or two SAN
Volume Controller nodes. If you use the redundant AC-power switch to power two
nodes, the nodes must be in different I/O groups. If the redundant AC-power
switch fails or requires maintenance, both nodes turn off. Because the nodes are in
two different I/O groups, the hosts do not lose access to the back-end disk data.
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For maximum resilience to failure, use one redundant AC-power switch to power
each SAN Volume Controller node.

shows a redundant AC-power switch.

svc00297

Figure 37. Photo of the redundant AC-power switch

You must properly cable the redundant AC-power switch units in your
environment. See [“Cabling of redundant AC-power switch (example)” on page 46|
for cabling information.

Redundant AC-power environment requirements

Ensure that your physical site meets the installation requirements for the
redundant AC-power switch.

The redundant AC-power switch requires two independent power sources that are
provided through two rack-mounted power distribution units (PDUs). The PDUs
must have IEC320-C13 outlets.

The redundant AC-power switch comes with two IEC 320-C19 to C14 power cables
to connect to rack PDUs. There are no country-specific cables for the redundant

AC-power switch.

The power cable between the redundant AC-power switch and the 2145 UPS-1U is
rated at 10 A.

Redundant AC-power switch specifications

The following tables list the physical characteristics of the redundant AC-power
switch.

Dimensions and weight

Ensure that space is available in a rack that is capable of supporting the redundant
AC-power switch.

Table 31. Rack space required for redundant AC-power switch

Height Width Depth Maximum weight
43 mm (1.69 in.) 192 mm (7.56 in.) 240 mm 2.6 kg (5.72 Ib)

Additional space requirements
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Ensure that space is also available in the rack for the side mounting plates on
either side of the redundant AC-power switch.

Table 32. Rack space required for redundant AC-power switch side mounting plates

Location Width Reason
Left side 124 mm (4.89 in.) Side mounting plate
Right side 124 mm (4.89 in.) Side mounting plate

Heat output (maximum)

The maximum heat output that is dissipated inside the redundant AC-power
switch is approximately 20 watts (70 Btu per hour).

Cabling of redundant AC-power switch (example)

You must properly cable the redundant AC-power switch units in your
environment.

[Figure 38 on page 47 shows an example of the main wiring connections for a SAN
Volume Controller clustered system with the redundant AC-power switch feature.
This example is designed to clearly show the cable connections; the components
are not positioned as they would be in a rack. [Figure 39 on page 49| shows a
typical rack installation. The four-node clustered system consists of two I/O
groups:

* I/O group 0 contains nodes A and B
* I/O group 1 contains nodes C and D

SAN Volume Controller: Troubleshooting Guide



=
aa==

-

f

—

A

_—1

v ve

—

\

\

B b Ho ob &b on

ik
A

svc00358 cf8 E

Figure 38. A four-node SAN Volume Controller system with the redundant AC-power switch

feature

/0O group 0

H SAN Volume Controller node A
2145 UPS-1U A

B SAN Volume Controller node B
B 2145 UPS-1U B

@ 1/0 group 1

SAN Volume Controller node C
B 2145 UPs-1U C

Bl SAN Volume Controller node D
2145 UPS-1U D

Redundant AC-power switch 1
Redundant AC-power switch 2
Site PDU X (C13 outlets)

Site PDU Y (C13 outlets)
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The site PDUs X and Y ([E] and [ ) are powered from two independent power
sources.

In this example, only two redundant AC-power switch units are used, and each
power switch powers one node in each I/O group. However, for maximum
redundancy, use one redundant AC-power switch to power each node in the
system.

Some SAN Volume Controller node types have two power supply units. Both
power supplies must be connected to the same 2145 UPS-1U, as shown by node A
and node B. The SAN Volume Controller 2145-CGS8 is an example of a node that
has two power supplies.

[Figure 39 on page 49| shows an 8 node cluster, with one redundant ac-power switch
per node installed in a rack using best location practices, the cables between the
components are shown.
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Figure 39. Rack cabling example.

Uninterruptible power supply

The uninterruptible power supply protects a SAN Volume Controller node against
blackouts, brownouts, and power surges. The uninterruptible power supply
contains a power sensor to monitor the supply and a battery to provide power
until an orderly shutdown of the system can be initiated.

SAN Volume Controller models use the 2145 UPS-1U.
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2145 UPS-1U

A 2145 UPS-1U is used exclusively to maintain data that is held in the SAN
Volume Controller dynamic random access memory (DRAM) in the event of an
unexpected loss of external power. This use differs from the traditional
uninterruptible power supply that enables continued operation of the device that it
supplies when power is lost.

With a 2145 UPS-1U, data is saved to the internal disk of the SAN Volume
Controller node. The uninterruptible power supply units are required to power the
SAN Volume Controller nodes even when the input power source is considered
uninterruptible.

Note: The uninterruptible power supply maintains continuous SAN Volume
Controller-specific communications with its attached SAN Volume Controller
nodes. A SAN Volume Controller node cannot operate without the uninterruptible
power supply. The uninterruptible power supply must be used in accordance with
documented guidelines and procedures and must not power any equipment other
than a SAN Volume Controller node.

2145 UPS-1U operation

Each SAN Volume Controller node monitors the operational state of the
uninterruptible power supply to which it is attached.

If the 2145 UPS-1U reports a loss of input power, the SAN Volume Controller node
stops all I/O operations and dumps the contents of its dynamic random access
memory (DRAM) to the internal disk drive. When input power to the 2145 UPS-1U
is restored, the SAN Volume Controller node restarts and restores the original
contents of the DRAM from the data saved on the disk drive.

A SAN Volume Controller node is not fully operational until the 2145 UPS-1U
battery state indicates that it has sufficient charge to power the SAN Volume
Controller node long enough to save all of its memory to the disk drive. In the
event of a power loss, the 2145 UPS-1U has sufficient capacity for the SAN Volume
Controller to save all its memory to disk at least twice. For a fully charged 2145
UPS-1U, even after battery charge has been used to power the SAN Volume
Controller node while it saves dynamic random access memory (DRAM) data,
sufficient battery charge remains so that the SAN Volume Controller node can
become fully operational as soon as input power is restored.

Important: Do not shut down a 2145 UPS-1U without first shutting down the SAN
Volume Controller node that it supports. Data integrity can be compromised by
pushing the 2145 UPS-1U on/off button when the node is still operating. However,
in the case of an emergency, you can manually shut down the 2145 UPS-1U by
pushing the 2145 UPS-1U on/off button when the node is still operating. Service
actions must then be performed before the node can resume normal operations. If
multiple uninterruptible power supply units are shut down before the nodes they
support, data can be corrupted.

Connecting the 2145 UPS-1U to the SAN Volume Controller

To provide redundancy and concurrent maintenance, you must install the SAN
Volume Controller nodes in pairs.

For connection to the 2145 UPS-1U, each SAN Volume Controller of a pair must be
connected to only one 2145 UPS-1U.
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Note: A clustered system can contain no more than eight SAN Volume Controller
nodes. The 2145 UPS-1U must be attached to a source that is both single phase and
200-240 V. The 2145 UPS-1U has an integrated circuit breaker and does not need
external protection.

SAN Volume Controller provides a cable bundle for connecting the uninterruptible
power supply to a node. This cable is used to connect both power supplies of a
node to the same uninterruptible power supply.

Dual-power cable plus serial cable:
* SAN Volume Controller 2145-CF8
* SAN Volume Controller 2145-CG8

The SAN Volume Controller software determines whether the input voltage to the
uninterruptible power supply is within range and sets an appropriate voltage
alarm range on the uninterruptible power supply. The software continues to
recheck the input voltage every few minutes. If it changes substantially but
remains within the permitted range, the alarm limits are readjusted.

Note: The 2145 UPS-1U is equipped with a cable retention bracket that keeps the
power cable from disengaging from the rear panel. See the related documentation
for more information.

2145 UPS-1U controls and indicators
All controls and indicators for the 2145 UPS-1U are located on the front-panel
assembly.

L0ADZ  LOAD1
O

1yyzvm

Figure 40. 2145 UPS-1U front-panel assembly

Load segment 2 indicator
H Load segment 1 indicator
Alarm or service indicator
[ On-battery indicator

B Overload indicator

@ Power-on indicator

On/off button

B Test and alarm reset button

Load segment 2 indicator:

The load segment 2 indicator on the 2145 UPS-1U is lit (green) when power is
available to load segment 2.
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When the load segment 2 indicator is green, the 2145 UPS-1U is running normally
and power is available to this segment.

Load segment 1 indicator:

The load segment 1 indicator on the 2145 UPS-1U is not currently used by the
SAN Volume Controller.

Note: When the 2145 UPS-1U is configured by the SAN Volume Controller, this
load segment is disabled. During normal operation, the load segment 1 indicator is
off. A “Do not use” label covers the receptacles.

Alarm indicator:

If the alarm on the 2145 UPS-1U is flashing red, maintenance is required.

If the alarm is on, go to the 2145 UPS-1U MAP to resolve the problem.

On-battery indicator:

The amber on-battery indicator is on when the 2145 UPS-1U is powered by the
battery. This indicates that the main power source has failed.

If the on-battery indicator is on, go to the 2145 UPS-1U MAP to resolve the
problem.

Overload indicator:

The overload indicator lights up when the capacity of the 2145 UPS-1U is
exceeded.

If the overload indicator is on, go to MAP 5250: 2145 UPS-1U repair verification to
resolve the problem.

Power-on indicator:

The power-on indicator is displayed when the 2145 UPS-1U is functioning.

When the power-on indicator is a steady green, the 2145 UPS-1U is active.

On or off button:

The on or off button turns the power on or off for the 2145 UPS-1U.

Turning on the 2145 UPS-1U

After you connect the 2145 UPS-1U to the outlet, it remains in standby mode until
you turn it on. Press and hold the on or off button until the power-on indicator is
illuminated (approximately five seconds). On some versions of the 2145 UPS-1U,
you might need a pointed device, such as a screwdriver, to press the on or off
button. A self-test is initiated that takes approximately 10 seconds, during which

time the indicators are turned on and off several times. The 2145 UPS-1U then
enters normal mode.
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Turning off the 2145 UPS-1U

Press and hold the on or off button until the power-on light is extinguished
(approximately five seconds). On some versions of the 2145 UPS-1U, you might
need a pointed device, such as a screwdriver, to press the on or off button. This
places the 2145 UPS-1U in standby mode. You must then unplug the 2145 UPS-1U
to turn off the unit.

Attention: Do not turn off the uninterruptible power supply before you shut
down the SAN Volume Controller node that it is connected to. Always follow the
instructions that are provided in MAP 5350 to perform an orderly shutdown of a
SAN Volume Controller node.

Test and alarm reset button:

Use the test and alarm reset button to start the self-test.

To start the self-test, press and hold the test and alarm reset button for three
seconds. This button also resets the alarm.

2145 UPS-1U connectors and switches
The 2145 UPS-1U has external connectors and dip switches.

Locations for the 2145 UPS-1U connectors and switches

shows the location of the connectors and switches on the 2145 UPS-1U.
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Figure 41. 2145 UPS-1U connectors and switches
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Main power connector

HA Communication port

Dip switches

B Load segment 1 receptacles
B Load segment 2 receptacles

2145 UPS-1U dip switches

[Figure 42 on page 54| shows the dip switches, which can be used to configure the
input and output voltage ranges. Because this function is performed by the SAN
Volume Controller software, both switches must be left in the OFF position.
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OFF:

Figure 42. 2145 UPS-1U dip switches

2145 UPS-1U ports not used
The 2145 UPS-1U is equipped with ports that are not used by the SAN Volume
Controller and have not been tested. Use of these ports, in conjunction with the

SAN Volume Controller or any other application that might be used with the SAN
Volume Controller, is not supported. shows the 2145 UPS-1U ports that

are not used.
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Figure 43. Ports not used by the 2145 UPS-1U
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USB interface port
H Network ports
Load segment receptacles

2145 UPS-1U power connector

shows the power connector for the 2145 UPS-1U.

Neutral
Ground

Live

Figure 44. Power connector

Uninterruptible power-supply environment requirements

An uninterruptible power-supply environment requires that certain specifications
for the physical site of the SAN Volume Controller must be met.

54 SAN Volume Controller: Troubleshooting Guide



2145 UPS-1U environment

The 2145 UPS-1U supports SAN Volume Controller 2145-CF8 and SAN Volume
Controller 2145-CG8 models. Other SAN Volume Controller models have two
batteries that prevent them from losing the system state if power is lost.

2145 UPS-1U specifications

The following tables describe the physical characteristics of the 2145 UPS-1U.
2145 UPS-1U dimensions and weight

Ensure that space is available in a rack that is capable of supporting the 2145

UPS-1U.

Table 33. Rack space required for the 2145 UPS-1U

Height Width Depth Maximum weight
44 mm 439 mm 579 mm 16 kg

(1.73 in.) (17.3 in.) (22.8 in.) (35.3 1b)

Note: The 2145 UPS-1U package, which includes support rails, weighs 18.8 kg (41.4 1b).

Heat output

The 2145 UPS-1U unit produces the following approximate heat output.

Table 34. Heat output of the 2145 UPS-1U

Heat output during normal | Heat output during battery
Model operation operation

2145 UPS-1U 10 W (34 Btu per hour) 150 W (512 Btu per hour)

Defining the SAN Volume Controller FRUs

The SAN Volume Controller node, redundant AC-power switch, and
uninterruptible power supply each consist of one or more field-replaceable units
(FRUs).

Parts listing
Part numbers are available for the different parts and field-replaceable units (FRUs)
of the SAN Volume Controller nodes, expansion enclosures, the redundant
AC-power switch, and the uninterruptible power-supply unit.

SAN Volume Controller supports several different node types. A label on the front
of the node indicates the SAN Volume Controller node type, hardware revision (if
appropriate), and serial number.

Redundant AC-power switch parts

There is a single field-replaceable unit (FRU) assembly for the redundant AC
power feature. It consists of the switch and two input-power cables.

The redundant AC-power switch is an optional feature that makes the SAN
Volume Controller nodes resilient to the failure of a single power circuit. The
redundant AC-power switch is not a replacement for an uninterruptible power
supply. You must still use an uninterruptible power supply for each node.
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shows the redundant AC-power switch.

able 35|lists the part numbers for the redundant AC-power switch.
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Figure 45. View of the redundant AC-power switch FRU

Table 35. Redundant AC-power switch

Part number Units

31P0896 1

Description

Redundant AC-power switch
assembly
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Chapter 3. SAN Volume Controller user interfaces for
servicing your system

The SAN Volume Controller provides a number of user interfaces to troubleshoot,
recover, or maintain your system. The interfaces provide various sets of facilities to
help resolve situations that you might encounter.

* Use the management GUI to monitor and maintain the configuration of storage
that is associated with your clustered systems.

* Complete service procedures from the service assistant.

* Use the command-line interface (CLI) to manage your system. The front panel
on the node provides an alternative service interface.

Note: The front panel display is replaced by a technician port on some models.

Management GUI interface

The management GUI is a browser-based GUI for configuring and managing all
aspects of your system. It provides extensive facilities to help troubleshoot and
correct problems.

About this task

You use the management GUI to manage and service your system. The Monitoring
> Events panel provides access to problems that must be fixed and maintenance
procedures that step you through the process of correcting the problem.

The information on the Events panel can be filtered three ways:

Recommended action (default)
Shows only the alerts that require attention and have an associated fix
procedure. Alerts are listed in priority order and should be fixed
sequentially by using the available fix procedures. For each problem that is
selected, you can:

* Run a fix procedure.
* View the properties.
Unfixed messages and alerts

Displays only the alerts and messages that are not fixed. For each entry
that is selected, you can:

* Run a fix procedure on any alert with an error code.
* Mark an event as fixed.
* Filter the entries to show them by specific minutes, hours, or dates.
* Reset the date filter.
* View the properties.
Show all

Displays all event types whether they are fixed or unfixed. For each entry
that is selected, you can:

* Run a fix procedure on any alert with an error code.
* Mark an event as fixed.

* Filter the entries to show them by specific minutes, hours, or dates.
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* Reset the date filter.
* View the properties.

Some events require a certain number of occurrences in 25 hours before they are
displayed as unfixed. If they do not reach this threshold in 25 hours, they are
flagged as expired. Monitoring events are below the coalesce threshold and are
usually transient.

You can also sort events by time or error code. When you sort by error code, the
most serious events, those with the lowest numbers, are displayed first. You can
select any event that is listed and select Actions > Properties to view details about
the event.

* Recommended Actions. For each problem that is selected, you can:
— Run a fix procedure.
— View the properties.
* Event log. For each entry that is selected, you can:
— Run a fix procedure.
— Mark an event as fixed.
— Filter the entries to show them by specific minutes, hours, or dates.
— Reset the date filter.
— View the properties.

When to use the management GUI

The management GUI is the primary tool that is used to service your system.

Regularly monitor the status of the system using the management GUL If you
suspect a problem, use the management GUI first to diagnose and resolve the
problem.

Use the views that are available in the management GUI to verify the status of the
system, the hardware devices, the physical storage, and the available volumes. The
Monitoring > Events panel provides access to all problems that exist on the
system. Use the Recommended Actions filter to display the most important events
that need to be resolved.

If there is a service error code for the alert, you can run a fix procedure that assists
you in resolving the problem. These fix procedures analyze the system and provide
more information about the problem. They suggest actions to take and step you
through the actions that automatically manage the system where necessary. Finally,
they check that the problem is resolved.

If there is an error that is reported, always use the fix procedures within the
management GUI to resolve the problem. Always use the fix procedures for both
system configuration problems and hardware failures. The fix procedures analyze
the system to ensure that the required changes do not cause volumes to be
inaccessible to the hosts. The fix procedures automatically perform configuration
changes that are required to return the system to its optimum state.

Accessing the management GUI

To view events, you must access the management GUIL
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About this task

You must use a supported web browser. For a list of supported browsers, refer to
the “Web browser requirements to access the management GUI” topic.

You can use the management GUI to manage your system as soon as you have
created a clustered system.

Procedure

1. Start a supported web browser and point the browser to the management IP
address of your system.

The management IP address is set when the clustered system is created. Up to
four addresses can be configured for your use. There are two addresses for
IPv4 access and two addresses for IPv6 access. When the connection is
successful, you will see a login panel.

Log on by using your user name and password.

When you have logged on, select Monitoring > Events.

Ensure that the events log is filtered using Recommended actions.
Select the recommended action and run the fix procedure.

SIS EF AN

Continue to work through the alerts in the order suggested, if possible.
Results

After all the alerts are fixed, check the status of your system to ensure that it is
operating as intended.

Deleting a node from a clustered system by using the
management GUI

Remove a node from a system if the node failed and is being replaced with a new
node, or if a repair causes that node to be unrecognizable by the system.

Before you begin

The cache on the selected node is flushed before the node is taken offline. In some
circumstances, such as when the system is already degraded (for example, when
both nodes in the I/O group are online and the volumes within the I/O group are
degraded), the system ensures that data loss does not occur as a result of deleting
the only node with the cache data. If a failure occurs on the other node in the I/O
group, the cache is flushed before the node is removed to prevent data loss.

Before you delete a node from the system, record the node serial number,
worldwide node name (WWNN), all worldwide port names (WWPNs), and the
I/0 group that the node is currently part of. If the node is re-added to the system
later, recording this node information now can avoid data corruption.

Chapter 3. SAN Volume Controller user interfaces for servicing your system 59



60

Attention:

* If you are removing a single node and the remaining node in the I/O group is
online, the data on the remaining node goes into write-through mode. This data
can be exposed to a single point of failure if the remaining node fails.

* If the volumes are already degraded before you remove a node, redundancy to
the volumes is degraded. Removing a node might result in a loss of access to
data and data loss.

* Removing the last node in the system destroys the system. Before you remove
the last node in the system, ensure that you want to destroy the system.

* When you remove a node, you remove all redundancy from the I/O group. As a
result, new or existing failures can cause I/O errors on the hosts. The following
failures can occur:

— Host configuration errors
— Zoning errors
— Multipathing-software configuration errors
* If you are deleting the last node in an I/O group and there are volumes that are
assigned to the I/O group, you cannot remove the node from the system if the

node is online. You must back up or migrate all data that you want to save
before you remove the node. If the node is offline, you can remove the node.

* When you remove the configuration node, the configuration function moves to a
different node within the system. This process can take a short time, typically
less than a minute. The management GUI reattaches to the new configuration
node transparently.

 If you turn the power on to the node that has been removed and it is still
connected to the same fabric or zone, it attempts to rejoin the system. The
system tells the node to remove itself from the system and the node becomes a
candidate for addition to this system or another system.

* If you are adding this node into the system, ensure that you add it to the same
I/0 group that it was previously a member of. Failure to do so can result in
data corruption.

This task assumes that you have already accessed the management GUI.
About this task
Complete the following steps to remove a node from a system:

Procedure

1. Select Monitoring > System.

2. Right-click the node that you want to remove and select Remove.
If the node that you want to remove is shown as 0ffline, then the node is not
participating in the system.

If the node that you want to remove is shown as Online, deleting the node can
result in the dependent volumes to also go offline. Verify whether the node has
any dependent volumes.

3. To check for dependent volumes before you attempt to remove the node,
right-click the node and select Show Dependent Volumes.

If any volumes are listed, determine why and if access to the volumes is
required while the node is removed from the system. If the volumes are
assigned from storage pools that contain flash drives that are located in the
node, check why the volume mirror, if it is configured, is not synchronized.
There can also be dependent volumes because the partner node in the I/0O
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group is offline. Fabric issues can also prevent the volume from communicating
with the storage systems. Resolve these problems before you continue with the
node removal.

4. Click Remove.

5. Click Yes to remove the node. Before a node is removed, the system checks to
determine if there are any volumes that depend on that node. If the node that
you selected contains volumes within the following situations, the volumes go
offline and become unavailable if the node is removed:

* The node contains flash drives and also contains the only synchronized copy
of a mirrored volume

* The other node in the I/O group is offline

If you select a node to remove that has these dependencies, another panel
displays confirming the removal.

Adding a node to a system

You can add a node to the system by using the CLI or management GUI. A node
can be added to the system if the node previously failed and is being replaced
with a new node or if a repair action has caused the node to be unrecognizable by
the system. When you add nodes, ensure that they are added in pairs to create a
full I/O group. Adding a node to the system increases the capacity of the entire
system.

You can use either the management GUI or the command-line interface to add a
node to the system. Some models might require using the front panel to verify that
the new node was added correctly.

Before you add a node to a system, you must make sure that the switch zoning is
configured such that the node that is being added is in the same zone as all other
nodes in the system. If you are replacing a node and the switch is zoned by
worldwide port name (WWPN) rather than by switch port, make sure that the
switch is configured such that the node that is being added is in the same VSAN
or zone.

Considerations when adding a node to a system

If you are adding a node that was used previously, either within a different I/O
group within this system or within a different system, take into account that if you
add a node without changing its worldwide node name (WWNN), hosts might
detect the node and use it as if it were in its old location. This action might cause
the hosts to access the wrong volumes.

* You must ensure that the model type of the new node is supported by the
software level that is installed on the system. If the model type is not supported
by the software level, update the system to a software level that supports the
model type of the new node.

* Each node in an I/O group must be connected to a different uninterruptible
power supply.

* If you are adding a node back to the same I/O group after a service action
required it to be deleted from the system, and if the physical node has not
changed, then no special procedures are required to add it back to the system.

* If you are replacing a node in a system either because of a node failure or an
update, you must change the WWNN of the new node to match that of the
original node before you connect the node to the Fibre Channel network and
add the node to the system.
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* If you are adding a node to the SAN again, to avoid data corruption, ensure that
you are adding the node to the same I/O group from which it was removed.
You must use the information that was recorded when the node was originally
added to the system. If you do not have access to this information, contact the
support center for assistance with adding the node back into the system so there
is no data corruption.

* For each external storage system, the LUNSs that are presented to the ports on
the new node must be the same as the LUNs that are presented to the nodes
that currently exist in the system. You must ensure that the LUNs are the same
before you add the new node to the system.

* If you are creating an I/O group in the system and are adding a new node,
there are no special procedures because this node was never added to a system
and the WWNN for the node did not exist.

* If you are creating an I/O group in the system and are adding a new node that
was added to a system before, the host system might still be configured to the
node WWPNs and the node might still be zoned in the fabric. Because you
cannot change the WWNN for the node, you must ensure that other components
in your fabric are configured correctly. Verify that any host that was previously
configured to use the node was correctly updated.

* If the node that you are adding was previously replaced, either for a node repair
or update, you might have used the WWNN of that node for the replacement
node. Ensure that the WWNN of this node was updated so that you do not have
two nodes with the same WWNN attached to your fabric. Also, ensure that the
WWNN of the node that you are adding is not 00000. If it is 00000, contact your
support representative.

* The new node must be running a software level that supports encryption.

* If you are adding the new node to a system with either a HyperSwap or
stretched system topology, you must assign the node to a specific site.

Considerations when using multipathing device drivers

* Applications on the host systems direct I/O operations to file systems or logical
volumes that are mapped by the operating system to virtual paths (vpaths),
which are pseudo disk objects that are supported by the multipathing device
drivers. Multipathing device drivers maintain an association between a vpath
and a volume. This association uses an identifier (UID) which is unique to the
volume and is never reused. The UID allows multipathing device drivers to
directly associate vpaths with volumes.

* Multipathing device drivers operate within a protocol stack that contains disk
and Fibre Channel device drivers that are used to communicate with the system
by using the SCSI protocol over Fibre Channel as defined by the ANSI FCS
standard. The addressing scheme that is provided by these SCSI and Fibre
Channel device drivers uses a combination of a SCSI logical unit number (LUN)
and the worldwide node name (WWNN) for the Fibre Channel node and ports.

* If an error occurs, the error recovery procedures (ERPs) operate at various tiers
in the protocol stack. Some of these ERPs cause I/O to be redriven by using the
same WWNN and LUN numbers that were previously used.

* Multipathing device drivers do not check the association of the volume with the
vpath on every 1/O operation that it performs.

After the new node is zoned and cabled correctly to the existing system, you can
use either the addnode command or the Add Node wizard in the management
GUL To access the Add Node wizard, select Monitoring > System. On the image,
click the new node to launch the wizard. Complete the wizard and verify the new
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node. If the new node is not displayed in the image, it indicates a potential cabling
issue. Check the installation information to ensure that your node was cabled
correctly.

To add a node to a system by using the command-line interface, complete these
steps:
1. Enter this command to verify that the node is detected on the fabric:

svcinfo Tsnodecandidate

This example shows the output for this command:

# svcinfo 1snodecandidate
id panel_name UPS_serial_number UPS_unique_id hardware serial_number product_mtm machine_signature
500507680C007B0OO KDONSAM 500507680C007B00 KDONBAM 2145-DH8 0123-4567-89AB-CDEF

The id parameter displays the WWNN for the node. If the node is not detected,
verify cabling to the node.

2. Enter this command to determine the I/O group where the node should be
added:

1siogrp
3. Record the name or ID of the first I/O group that has a node count of zero (0).
You will need the name or ID for the next step. Note: You only need to do this

step for the first node that is added. The second node of the pair uses the same
I/0 group number.

4. Enter this command to add the node to the system:
addnode -wwnodename WWNN -iogrp iogrp_name -name new_name_arg -site site_name

Where WWNN is the WWNN of the node, iogrp_name is the name of the I/O
group that you want to add the node to and new_name_arg is the name that you
want to assign to the node. If you do not specify a new node name, a default
name is assigned; however, it is recommended that you specify a meaningful
name. The site_name specifies the name of the site location of the new node.
This parameter is only required if the topology is a HyperSwap or stretched
system.

Note: Adding the node might take a considerable amount of time.
5. Record this information for future reference:

* Serial number.

* Worldwide node name.

 All of the worldwide port names.

* The name or ID of the I/O group

To add either a SAN Volume Controller 2145-CG8 or SAN Volume Controller
2145-CF8 node to a system by using the command-line interface, complete these
steps:
1. Use the front panel of the node, record the WWNN. The front panel only
shows the last 5 digits of the WWNN.
2. Enter this command to verify that the node is detected on the fabric:
svcinfo 1snodecandidate

This example shows the output for this command:
# svcinfo Tsnodecandidate

i panel_name UPS_serial_number UPS_unique_id hardware serial_number product_mtm machine_signature
500507680100E85F 168167 UPS_Fake_SN 100000000000E85F CG8 7860123 2145-DH8 0123-4567-89AB-CDEFsvcinfo 1snodecandidate
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6.

The id parameter displays the WWNN for the node. Ensure that the last 5
digits that are displayed match the WWNN on the front panel. If the node is
not detected, verify cabling to the node.

Enter this command to determine the I/O group where the node should be
added:

Isiogrp

Record the name or ID of the first I/O group that has a node count of zero (0).
You will need the ID for the next step. Note: You only need to do this step for
the first node that is added. The second node of the pair uses the same 1/0
group number.

Enter this command to add the node to the system:
addnode -wwnodename WWNN -iogrp iogrp_name -name newnodename -site newsitename

Where WHNN is the WWNN of the node, iogrp_name is the name or ID of the
I/0 group that you want to add the node to and newnodename is the name that
you want to assign to the node. If you do not specify a new node name, a
default name is assigned; however, it is recommended that you specify a
meaningful name. The newsitename specifies the name of the site location of the
new node. This parameter is only required if the topology is a HyperSwap or
stretched system.

Note: Adding the node might take a considerable amount of time.
Record this information for future reference:

* Serial number.

* Worldwide node name.

* All of the worldwide port names.

* The name or ID of the I/O group

If a node shows node error 578 or node error 690, the node is in service state.
Complete the following steps from the front panel to exit service state:

1.
2.
3.

6.

Press and release the up or down button until the Actions? option is displayed.
Press the Select button.

Press and release the Up or Down button until the Exit Service? option is
displayed.

Press the Select button.

Press and release the Left or Right button until the Confirm Exit? option is
displayed.

Press the Select button.

Service assistant interface
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The service assistant interface is a browser-based GUI that is used to service your
nodes.

When to use the service assistant

The primary use of the service assistant is when a node is in service state. The
node cannot be active as part of a system while it is in service state.

Attention: Complete service actions on nodes only when directed to do so by the
fix procedures. If used inappropriately, the service actions that are available
through the service assistant can cause loss of access to data or even data loss.
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The node might be in a service state because it has a hardware issue, has corrupted
data, or has lost its configuration data.

Use the service assistant in the following situations:

* When you cannot access the system from the management GUI and you cannot
access the SAN Volume Controller to run the recommended actions

* When the recommended action directs you to use the service assistant.

The management GUI operates only when there is an online clustered system. Use
the service assistant if you are unable to create a clustered system.

The service assistant provides detailed status and error summaries, and the ability
to modify the World Wide Node Name (WWNN) for each node.

You can also complete the following service-related actions:

* Collect logs to create and download a package of files to send to support
personnel.

* Remove the data for the system from a node.
* Recover a system if it fails.

* Install a software package from the support site or rescue the software from
another node.

* Update software on nodes manually versus completing a standard update
procedure.

* Change the service IP address that is assigned to Ethernet port 1 for the current
node.

* Install a temporary SSH key if a key is not installed and CLI access is required.
* Restart the services used by the system.

Accessing the service assistant

The service assistant is a web application that helps troubleshoot and resolve
problems on a node. The service assistant can be accessed through a service IP
address. On SAN Volume Controller 2145-DHS, you can connect to the service
assistant by using the technician port.

About this task

You must use a supported web browser. For a list of supported browsers, refer to
the topic Web browser requirements to access the management GUI.

Procedure

To start the application, complete the following steps.

1. Start a supported web browser and point your web browser to
serviceaddress/service for the node that you want to work on.

2. Log on to the service assistant using the superuser password.

If you do not know the current superuser password, try to find out. If you
cannot find out what the password is, reset the password.

Results

Complete the service assistant actions on the correct node.
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Command-line interface

Use the command-line interface (CLI) to manage a system with task commands
and information commands.

For a full description of the commands and how to start an SSH command-line
session, see the “Command-line interface” section of the SAN Volume Controller
Information Center.

When to use the CLI

The system command-line interface is intended for use by advanced users who are
confident at using a CLL

Nearly all of the flexibility that is offered by the CLI is available through the
management GUIL. However, the CLI does not provide the fix procedures that are
available in the management GUI. Therefore, use the fix procedures in the
management GUI to resolve the problems. Use the CLI when you require a
configuration setting that is unavailable in the management GUL

You might also find it useful to create command scripts that use CLI commands to
monitor certain conditions or to automate configuration changes that you make
regularly.

Accessing the system CLI

Follow the steps that are described in the Command-line interface section of the
SAN Volume Controller Knowledge Center to initialize and use a CLI session.

Service command-line interface
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Use the service command-line interface (CLI) to manage a node using the task
commands and information commands.

Note: The service command line interface can also be accessed by using the
technician port.

For a full description of the commands and how to start an SSH command line
session, see [Command-line interfacel

When to use the service CLI

The service CLI is intended for use by advanced users who are confident at using
a command-line interface.

To access a node directly, it is normally easier to use the service assistant with its
graphical interface and extensive help facilities.

Accessing the service CLI

To initialize and use a CLI session, review the information in the topics referenced
in the Related information section below.

USB flash drive interface
Use a USB flash drive to help service a SAN Volume Controller node.
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When a USB flash drive is inserted into one of the USB ports on a SAN Volume
Controller node, the software searches for a control file on the USB flash drive and
runs the command that is specified in the file. When the command completes, the
command results and node status information are written to the USB flash drive.

When to use the USB flash drive

The USB flash drive can be used for service functions.

Using the USB flash drive is required in the following situations:

* When you cannot connect to a node canister in a control enclosure using the
service assistant and you want to see the status of the node.

* When you do not know, or cannot use, the service IP address for the node
canister in the control enclosure and must set the address.

* When you have forgotten the superuser password and must reset the password.

Using a USB flash drive
Use any USB flash drive that is formatted with a FAT32 file system on its first
partition.

About this task

When a USB flash drive is plugged into a node canister, the nodecanister code
searches for a text file that is named satask.txt in the root directory. If the code
finds the file, it attempts to run a command that is specified in the file. When the
command completes, a file that is called satask_result.html is written to the root
directory of the USB flash drive. If this file does not exist, it is created. If it exists,
the data is inserted at the start of the file. The file contains the details and results
of the command that was run and the status and the configuration information
from the node canister. The status and configuration information matches the detail
that is shown on the service assistant home page panels.

The fault light-emitting diode (LED) on the nodecanister flashes when the USB
service action is being completed. When the fault LED stops flashing, it is safe to
remove the USB flash drive.

Results

The USB flash drive can then be plugged into a workstation, and the
satask_result.html file can be viewed in a web browser.

To protect from accidentally running the same command again, the satask.txt file
is deleted after it is read.

If no satask.txt file is found on the USB flash drive, the result file is still created,
if necessary, and the status and configuration data is written to it.

satask.txt commands
If you are creating the satask.txt command file by using a text editor, the file
must contain a single command on a single line in the file.

The commands that you use are the same as the service CLI commands except
where noted. Not all service CLI commands can be run from the USB flash drive.
The satask.txt commands always run on the node that the USB flash drive is
plugged into.
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Reset service IP address and superuser password command:

Use this command to obtain service assistant access to a node canister even if the
current state of the node canister is unknown. The physical access to the node
canister is required and is used to authenticate the action.

Syntax
»»— satask — chserviceip — —-serviceip—ipv4d—
I——gw—ipvllJ I——mask—ipv/!J I— -resetpassword J
»»— satask — chserviceip — —-serviceip_6—ipv6— >

|—-gw_6—ipv6—| l—-prefix_ﬁ—int—l

»>. ><

I—-r‘esetpasswordJ

»»— satask — chserviceip — —-default— |_ _|
-resetpassword

Parameters

-serviceip ipv4
The IPv4 address for the service assistant.

-gw ipv4
The IPv4 gateway for the service assistant.

-mask ipv4
The IPv4 subnet for the service assistant.

-serviceip_6 ipv6
The IPv6 address for the service assistant.

-gw_6 ipvb

The IPv6 gateway for the service assistant.
-prefix_6 int

The IPv6 prefix for the service assistant.

-resetpassword
Sets the service assistant password to the default value.

Description

This command resets the service assistant IP address to the default value. If the
node canister is active in a system, the superuser password for the system is reset;
otherwise, the superuser password is reset on the node canister.

If the node canister becomes active in a system, the superuser password is reset to
that of the system. You can configure the system to disable resetting the superuser
password. If you disable that function, this action fails.

This action calls the satask chserviceip command and the satask resetpassword
command.
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Reset service assistant password command:

Use this command when you are unable to logon to the system because you have
forgotten the superuser password, and you wish to reset it.

Syntax

»»— satask — resetpassword — ><

Parameters

None.

Description

This command resets the service assistant password to the default value passwOrd.
If the node canister is active in a system, the superuser password for the system is
reset; otherwise, the superuser password is reset on the node canister.

If the node canister becomes active in a system, the superuser password is reset to
that of the system. You can configure the system to disable resetting the superuser
password. If you disable that function, this action fails.

This command calls the satask resetpassword command.

Snap command:

Use the snap command to collect diagnostic information from the node canister
and to write the output to a USB flash drive.

Syntax

»»— satask — snap — ><
I— -dump —| I— -noimm —| I—panel_name—|

Parameters

-dump
(Optional) Indicates the most recent dump file in the output.

-noimm
(Optional) Indicates the /dumps/imm. ffdc file should not be included in the
output.

panel _name
(Optional) Indicates the node on which to execute the snap command.

Description
This command moves a snap file to a USB flash drive.
This command calls the satask snap command.

If collected, the IMM FFDC file is present in the snap archive in
/dumps/imm. ffdc.<node.dumpname>.<date>.<time>.tgz. The system waits for up to
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five minutes for the IMM to generate its FFDC. The status of the IMM FFDC is
located in the snap archive in /dumps/imm.ffdc.log. These two files are not left on
the node.

An invocation example
satask snap -dump 111584

The resulting output:
No feedback

Install software command:

Use this command to install a specific update package on the node canister.

Syntax
»»— satask — installsoftware — — -file —filename— >«
|: -ignore i‘
-pacedccu
Parameters

-file filename
(Required) The filename designates the name of the update package .

-ignore | -pacedccu
(Optional) Overrides prerequisite checking and forces installation of the update
package.

Description

This command copies the file from the USB flash drive to the update directory on
the node canister, and then installs the update package.

This command calls the satask installsoftware command.

Create system command:

Use this command to create a storage system.

Syntax
»»— satask — mkcluster — — -clusterip —ipvé—
I— -gw —ipv/JJ I— -mask —ipv/JJ I— -name —cluster_nameJ
»»— satask — mkcluster — — -clusterip_6 —ipv6—
I— -gw_6 —ipv6—| I— -prefix_6 —int—l I— -name —clusteriname—l
Parameters

-clusterip ipv4

(Optional) The IPv4 address for Ethernet port 1 on the system.
-gw ipv4

(Optional) The IPv4 gateway for Ethernet port 1 on the system.
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-mask ipv4
(Optional) The IPv4 subnet for Ethernet port 1 on the system.

-clusterip_6 ipv6
(Optional) The IPv6 address for Ethernet port 1 on the system.

-gw_6 ipvb
(Optional) The IPv6 gateway for Ethernet port 1 on the system.

-prefix_6 int
(Optional) The IPv6 prefix for Ethernet port 1 on the system.

-name cluster_name
(Optional) The name of the new system.

Description

This command creates a storage system.

This command calls the satask mkcluster command.

Change system IP address:

Use this command to change the system IP address of the storage system.

It is best to use the initialization tool to create this command in satask.txt together
with the associated clitask.txt file that changes the file modules management IP
addresses.

Syntax

»»>— satask — setsystemip — — -systemip —ipv4 — — -gw —ipv4 — — -mask —ipv4 — — -consoleip — ipvd———>«

Parameters

-systemip
The IPv4 address for Ethernet port 1 on the system.

_gw
The IPv4 gateway for Ethernet port 1 on the system.

-mask
The IPv4 subnet for Ethernet port 1 on the system.

-consolip
The management IPv4 address of SAN Volume Controller system.

Description

This command is only supported in the satask.txt file on a USB flash drive.

It calls the svctask chsystemip command if the USB flash drive is inserted in the
configuration node canister. Otherwise, it flashes the amber identify LED of the

node canister that is the configuration node.

If the amber identify LED for a different node canister starts to flash, then move
the USB flash drive over to that node canister because it is the configuration node.
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When the amber LED turns off, you can move the USB flash drive to one of the
file modules so that it uses the clitask.txt file to change the file module
management IP addresses.

Leave the USB flash drive in the file module for at least 2 minutes before you
remove it. Use a workstation to check the clitask_results.txt and satask.txt results
files on the USB flash drive.

If the IP address change was successful, then you must run the startmgtsrv -r
command to restart the management service so that it does not continue to ssh
commands to the old system IP address of the volume storage system.

For example, on a Linux workstation with network access to the new management
IP address:

satask setsystemip -systemip 123.123.123.20 -gw 123.123.123.1 -mask 255.255.255.0
-consoleip 123.123.123.10

You can now access the management GUI, which you can use to change any other
IP address that needs to be changed.

The following text is an example of what might be in the clitask.txt file:
chnwmgt --serviceipl 123.123.123.11 --serviceip2 123.123.123.12

--mgtip 123.123.123.10 --gateway 123.123.123.1 --netmask 255.255.255.0 --force
chstoragesystem --ipl 123.123.123.20

The following text is an example of what might be in the satask.txt file:

satask setsystemip -systemip 123.123.123.20 -gw 123.123.123.1 -mask 255.255.255.0
-consoleip 123.123.123.10

Query status command:

Use this command to determine the current service state of the node canister.

Syntax

»— sainfo — getstatus — ><

Parameters

None.

Description

This command writes the output from each node canister to the USB flash drive.

This command calls the sainfo 1sservicenodes command, the sainfo
1sservicestatus command, and the sainfo 1sservicerecommendation command.

Technician port for node access

A technician port is available on the rear of the SAN Volume Controller 2145-DHS8
to use a direct connection for installing and servicing support.

See [“SAN Volume Controller 2145-DHS ports used during service procedures” on|

|Eage 27.|
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Information on how to determine which port to use as the technician port can be

found in [Technician por

The technician port replaces the front panel display and navigation buttons on
previous models of SAN Volume Controller nodes. The technician port provides
direct access to the service assistant GUI and command-line interface (CLI).

The technician port can be used by directly connecting a computer that has web
browsing software and is configured for Dynamic Host Configuration Protocol
(DHCP) through a standard 1 Gbps Ethernet cable.

If the node has candidate status when you open the web browser, the initialization
tool is displayed. Otherwise, the service assistant interface is displayed.

Important: Do not use the initialization tool on a node if any other node in the
system is already active. For example, a node status LED is solid on any node of
the system.

To access the service assistant through the technician port when the node status is
candidate, change the web page address from:

https:\\service\service\

to the following address:
https:\\service\service\node\home.action

Alternatively, reload the web page after you change the node status to service. For
example, by using the following Service CLI command:

satask startservice

See the following information for how to access the CLI through the technician
port. For other ways to access the CLI, see [Chapter 3, “SAN Volume Controller|
[user interfaces for servicing your system,” on page 57

To use the technician port, you must be next to the node. The technician port does
not work if it is connected to an Ethernet switch.

If you have Secure Shell (SSH) software on the computer that is directly connected
to the technician port, then you can use it to access the CLI as superuser at
192.168.0.1. The default superuser password is passwOrd.

Note: When your personal computer is configured with DHCDP, the technician port
uses DHCP to reconfigure network services on your personal computer. Software
on your personal computer that was using these services might experience
network problems while it is connected to the technician port. For example,
selecting a link in a web page that was loaded before you connect to the technician
port might result in an error message.

Front panel interface

The front panel on each node has a small display, and five control buttons. This
panel provides access to system and node status information, and a means to run
certain system configuration and recovery actions. For a detailed description of
using the front panel, see [Chapter 6, “Using the front panel of the SAN Volume|
[Controller,” on page 89
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When to use the front panel
Note: The SAN Volume Controller 2145-DH8 does not have a front panel display,
navigation, and select buttons. On this system, use the technician port to access the

service assistant interface.

Use the front panel when you are physically next to the system and are unable to
access one of the system interfaces.
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Chapter 4. Performing recovery actions using the SAN
Volume Controller CLI

The SAN Volume Controller command-line interface (CLI) is a collection of
commands that you can use to manage SAN Volume Controller clusters. See the
Command-line interface documentation for the specific details about the
commands provided here.

Validating and repairing mirrored volume copies by using the CLI

You can use the repairvdiskcopy command from the command-line interface (CLI)
to validate and repair mirrored volume copies.

Attention: Run the repairvdiskcopy command only if all volume copies are
synchronized.

When you issue the repairvdiskcopy command, you must use only one of the
-validate, -medium, or -resync parameters. You must also specify the name or ID
of the volume to be validated and repaired as the last entry on the command line.
After you issue the command, no output is displayed.

-validate
Use this parameter if you only want to verify that the mirrored volume copies
are identical. If any difference is found, the command stops and logs an error
that includes the logical block address (LBA) and the length of the first
difference. You can use this parameter, starting at a different LBA each time to
count the number of differences on a volume.

-medium
Use this parameter to convert sectors on all volume copies that contain
different contents into virtual medium errors. Upon completion, the command
logs an event, which indicates the number of differences that were found, the
number that were converted into medium errors, and the number that were
not converted. Use this option if you are unsure what the correct data is, and
you do not want an incorrect version of the data to be used.

-resync
Use this parameter to overwrite contents from the specified primary volume
copy to the other volume copy. The command corrects any differing sectors by
copying the sectors from the primary copy to the copies that are being
compared. Upon completion, the command process logs an event, which
indicates the number of differences that were corrected. Use this action if you
are sure that either the primary volume copy data is correct or that your host
applications can handle incorrect data.

-startlba lba
Optionally, use this parameter to specify the starting Logical Block Address
(LBA) from which to start the validation and repair. If you previously used the
validate parameter, an error was logged with the LBA where the first
difference, if any, was found. Reissue repairvdiskcopy with that LBA to avoid
reprocessing the initial sectors that compared identically. Continue to reissue
repairvdiskcopy by using this parameter to list all the differences.
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Issue the following command to validate and, if necessary, automatically repair
mirrored copies of the specified volume:

repairvdiskcopy -resync -startlba 20 vdisk8

Notes:
1. Only one repairvdiskcopy command can run on a volume at a time.

2. After you start the repairvdiskcopy command, you cannot use the command to
stop processing.

3. The primary copy of a mirrored volume cannot be changed while the
repairvdiskcopy -resync command is running.

4. If there is only one mirrored copy, the command returns immediately with an
error.

5. If a copy that is being compared goes offline, the command is halted with an
error. The command is not automatically resumed when the copy is brought
back online.

6. In the case where one copy is readable but the other copy has a medium error,
the command process automatically attempts to fix the medium error by
writing the read data from the other copy.

7. If no differing sectors are found during repairvdiskcopy processing, an
informational error is logged at the end of the process.

Checking the progress of validation and repair of volume copies
by using the CLI

Use the 1srepairvdiskcopyprogress command to display the progress of mirrored
volume validation and repairs. You can specify a volume copy by using the -copy
id parameter. To display the volume that has two or more copies with an active
task, specify the command with no parameters; it is not possible to have only one
volume copy with an active task.

To check the progress of validation and repair of mirrored volumes, issue the
following command:

Isrepairvdiskcopyprogress —delim :

The following example shows how the command output is displayed:

vdisk_id:vdisk_name:copy id:task:progress:estimated_completion_time
0:vdisk0:0:medium:50:070301120000
0:vdisk0:1:medium:50:070301120000

Repairing a thin-provisioned volume using the CLI

76

You can use the repairsevdiskcopy command from the command-line interface to
repair the metadata on a thin-provisioned volume.

The repairsevdiskcopy command automatically detects and repairs corrupted
metadata. The command holds the volume offline during the repair, but does not
prevent the disk from being moved between 1/O groups.

If a repair operation completes successfully and the volume was previously offline
because of corrupted metadata, the command brings the volume back online. The
only limit on the number of concurrent repair operations is the number of volume
copies in the configuration.
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When you issue the repairsevdiskcopy command, you must specify the name or
ID of the volume to be repaired as the last entry on the command line. Once
started, a repair operation cannot be paused or canceled; the repair can only be
terminated by deleting the copy.

Attention: Use this command only to repair a thin-provisioned volume that has
reported corrupt metadata.

Issue the following command to repair the metadata on a thin-provisioned volume:
repairsevdiskcopy vdisk8

After you issue the command, no output is displayed.

Notes:

1. Because the volume is offline to the host, any I/O that is submitted to the
volume while it is being repaired fails.

2. When the repair operation completes successfully, the corrupted metadata error
is marked as fixed.

3. If the repair operation fails, the volume is held offline and an error is logged.

Checking the progress of the repair of a thin-provisioned volume
by using the CLI

Issue the 1srepairsevdiskcopyprogress command to list the repair progress for
thin-provisioned volume copies of the specified volume. If you do not specify a
volume, the command lists the repair progress for all thin-provisioned copies in
the system.

Note: Only run this command after you run the repairsevdiskcopy command,
which you must only run as required by the fix procedures recommended by your
support team.

Recovering offline volumes using the CLI

If a node or an I/O group fails, you can use the command-line interface (CLI) to
recover offline volumes.

About this task

If you lose both nodes in an I/O group, you will lose access to all volumes that are
associated with the I/O group. To regain access to the volumes, you must perform
one of the following procedures.. Depending on the failure type, you might have
lost data that was cached for these volumes and the volumes are now offline.

Data loss scenario 1

One node in an I/O group has failed and failover has started on the second node.
During the failover process, the second node in the I/O group fails before the data
in the write cache is flushed to the backend. The first node is successfully repaired
but its hardened data is not the most recent version that is committed to the data
store; therefore, it cannot be used. The second node is repaired or replaced and has
lost its hardened data, therefore, the node has no way of recognizing that it is part
of the system.
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Complete the following steps to recover an offline volume when one node has
down-level hardened data and the other node has lost hardened data.

Procedure

1.

Recover the node and add it back into the system.

2. Delete all IBM FlashCopy mappings and Metro Mirror or Global Mirror
relationships that use the offline volumes.

3. Run the recovervdisk, recovervdiskbyiogrp or recovervdiskbysystem
command.

4. Re-create all FlashCopy mappings and Metro Mirror or Global Mirror
relationships that use the volumes.

Example

Data loss scenario 2

Both nodes in the I/O group failed and have been repaired. The nodes that lost
their hardened data, therefore, the nodes that have no way of recognizing that they
are part of the system.

Complete the following steps to recover an offline volume when both nodes that
have lost their hardened data and cannot be recognized by the system.

1.

Delete all FlashCopy mappings and Metro Mirror or Global Mirror
relationships that use the offline volumes.

Run the recovervdisk, recovervdiskbyiogrp or recovervdiskbysystem
command.

Re-create all FlashCopy mappings and Metro Mirror or Global Mirror
relationships that use the volumes.
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Chapter 5. Viewing the vital product data

Vital product data (VPD) is information that uniquely records each element in the
SAN Volume Controller. The data is updated automatically by the system when
the configuration is changed.

The VPD lists the following types of information:

* System-related values such as the software version, space in storage pools, and
space allocated to volumes.

* Node-related values that include the specific hardware that is installed in each
node. Examples include the FRU part number for the system board and the level
of BIOS firmware that is installed. The node VPD is held by the system that
makes it possible to get most of the VPD for the nodes that are powered off.

Using different sets of commands, you can view the system VPD and the node
VPD. You can also view the VPD through the management GUL

Downloading the vital product data using the management GUI

You can download the vital product data for a node from the management GUL

Procedure
1. In the management GUI, select Monitoring > System.

2. From the dynamic graphic of the system, select the node and click the icon to
the right of the Actions menu to download VPD information.

Displaying the vital product data using the CLI

You can use the command-line interface (CLI) to display the SAN Volume
Controller system or node vital product data (VPD).

Issue the following CLI commands to display the VPD:

sainfo Tsservicestatus
1snodehw

1snodevpd nodename
1ssystem system_name
Issystemip

Isdrive

Displaying node properties by using the CLI

You can use the command-line interface (CLI) to display node properties.
About this task

To display the node properties:

Procedure
1. Use the Tsnode CLI command to display a concise list of nodes in the clustered
system.

Issue this CLI command to list the system nodes:
Isnode -delim :
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2. Issue the 1snode CLI command and specify the node ID or name of the node
that you want to receive detailed output.

The following example is a CLI command that you can use to list detailed
output for a node in the system:

Isnode -delim : grouplnodel

Where grouplnodel is the name of the node for which you want to view
detailed output.

Displaying clustered system properties by using the CLI

You can use the command-line interface (CLI) to display the properties for a
clustered system (system).

About this task
These actions help you display your system property information.
Procedure

Issue the 1ssystem command to display the properties for a system.
The following command is an example of the 1ssystem command you can issue:

1ssystem -delim : buildl

where buildl is the name of the system.
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Results

/;d:000002007AO0AOFE

name:buildl

location:local

partnership:

bandwidth:
total_mdisk_capacity:90.7GB
space_in_mdisk_grps:90.7GB
space_allocated_to_vdisks:14.99GB
total_free_space:75.7GB
statistics_status:on
statistics_frequency:15
required_memory:0
cluster_locale:en_US
time_zone:522 UTC
code_level:6.1.0.0 (build 47.3.1009031000)
FC_port_speed:2Gb
console_IP:9.71.46.186:443
id_alias:000002007A00A0FE
gm_link_tolerance:300
gm_inter_cluster_delay_simulation:0
gm_intra_cluster_delay_simulation:0
email_reply:

email_contact:
email_contact_primary:
email_contact_alternate:
email_contact_location:
email_state:stopped

inventory mail_interval:0
total_vdiskcopy_capacity:15.71GB
total_used_capacity:13.78GB
total_overallocation:17
total_vdisk_capacity:11.72GB
cluster_ntp_IP_address:
cluster_isns_IP_address:
iscsi_auth_method:none
iscsi_chap_secret:
auth_service_configured:no
auth_service_enabled:no
auth_service_url:
auth_service_user_name:
auth_service_pwd_set:no
auth_service_cert_set:no
relationship_bandwidth_limit:25
gm_max_host_delay:5
tier:generic_ssd
tier_capacity:0.00MB
tier_free_capacity:0.00MB
tier:generic_hdd
tier_capacity:90.67GB
tier_free_capacity:75.34GB
email_contact2:
email_contact2_primary:
email_contact2_alternate:
total_allocated_extent capacity:16.12GB

-

Fields for the node VPD

The node vital product data (VPD) provides information for items such as the
system board, batteries, processor, fans, memory module, adapter, devices,
software, front panel assembly, the uninterruptible power supply, SAS flash drive
and SAS host bus adapter (HBA).

[Table 36 on page 82| shows the fields that you see for the system board.
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Table 36. Fields for the system board

Item

Field name

System board

Part number

System serial number

Number of processors

Number of memory slots

Number of fans

Number of Fibre Channel adapters

Number of SCSI, IDE, SATA, or SAS devices
Note: The service controller is a device.

Number of compression accelerator adapters

Number of power supplies

Number of high-speed SAS adapters

BIOS manufacturer

BIOS version

BIOS release date

System manufacturer

System product

Planar manufacturer

Power supply part number

CMOS battery part number

Power cable assembly part number

Service processor firmware

SAS controller part number

shows the fields that you see for the batteries.

Table 37. Fields for the batteries

Item

Field name

Batteries

Battery_FRU_part

Battery_part_identity

Battery_fault_led

Battery_charging_status

Battery_cycle_count

Battery_power_on_hours

Battery_last_recondition

Battery_midplane_FRU_part

Battery_midplane_part_identity

Battery_midplane_FW_version

Battery_power_cable_FRU_part

Battery_power_sense_cable_FRU_part

Battery_comms_cable_FRU_part

Battery_EPOW_cable_FRU_part
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able 38| shows the fields you see for each processor that is installed.

Table 38. Fields for the processors

Item

Field name

Processor

Part number

Processor location

Manufacturer

Version

Speed

Status

Processor serial number

able 39 shows the fields that you see for each fan that is installed.

Table 39. Fields for the fans

Item

Field name

Fan

Part number

Location

able 40| shows the fields that are repeated for each installed memory module.

Table 40. Fields that are repeated for each installed memory module

Item

Field name

Memory module

Part number

Device location

Bank location

Size (MB)

Manufacturer (if available)

Serial number (if available)

able 41| shows the fields that are repeated for each installed adapter.

Table 41. Fields that are repeated for each adapter that is installed

Item

Field name

Adapter

Adapter type

Part number

Port numbers

Location

Device serial number

Manufacturer

Device

Adapter revision

Chip revision
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able 42| shows the fields that are repeated for each device that is installed.
Table 42. Fields that are repeated for each SCSI, IDE, SATA, and SAS device that is

installed

Item Field name

Device Part number
Bus
Device
Model
Revision

Serial number

Approximate capacity

Hardware revision

Manufacturer

able 43| shows the fields that are specific to the node software.

Table 43. Fields that are specific to the node software

Field name

Code level

Item

Software

Node name

Worldwide node name

ID

Unique string that is used in dump file
names for this node

able 44{ shows the fields that are provided for the front panel assembly.
Table 44. Fields that are provided for the front panel assembly

Item Field name

Part number

Front panel
Front panel ID

Front panel locale

able 45| shows the fields that are provided for the Ethernet port.
Table 45. Fields that are provided for the Ethernet port

Item Field name

Ethernet port Port number

Ethernet port status

MAC address

Supported speeds

[Table 46 on page 85| shows the fields that are provided for the power supplies in
the node.
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Table 46. Fields that are provided for the power supplies in the node

Item Field name
Power supplies Part number
Location

shows the fields that are provided for the uninterruptible power supply
assembly that is powering the node.

Table 47. Fields that are provided for the uninterruptible power supply assembly that is
powering the node

Item Field name

Uninterruptible power supply Electronics assembly part number

Battery part number

Frame assembly part number

Input power cable part number

UPS serial number

UPS type

UPS internal part number

UPS unique ID

UPS main firmware

UPS communications firmware

able 48| shows the fields that are provided for the SAS host bus adapter (HBA).
Table 48. Fields that are provided for the SAS host bus adapter (HBA)

Item Field name

SAS HBA Part number

Port numbers

Device serial number

Manufacturer

Device

Adapter revision

Chip revision

[Table 49 on page 86| shows the fields that are provided for the SAS flash drive.

Chapter 5. Viewing the vital product data 85




Table 49. Fields that are provided for the SAS flash drive

Item Field name
SAS SSD Part number
Manufacturer

Device serial number

Model

Type

UID

Firmware

Slot

FPGA firmware

Speed

Capacity

Expansion tray

Connection type

able 50| shows the fields that are provided for the small form factor pluggable
(SFP) transceiver.

Table 50. Fields that are provided for the small form factor pluggable (SFP) transceiver

Item Field name

Small form factor pluggable (SFP) Part number

transceiver Manufacturer
Device

Serial number

Supported speeds

Connector type

Transmitter type

Wavelength

Maximum distance by cable type

Hardware revision

Port number

Worldwide port name

Fields for the system VPD

The system vital product data (VPD) provides various information about the
system, including its ID, name, location, IP address, email contact, code level, and
total free space.

[Table 51 on page 87| shows the fields that are provided for the system properties as
shown by the management GUL
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Table 51. Fields that are provided for the system properties

Item Field name

General 1D
Note: This is the unique identifier for the system.

Name

Location

Time Zone

Required Memory

Licensed Code Version

Channel Port Speed

IP Addresses' Ethernet Port 1 (attributes for both IPv4 and IPv6)
» IP Address

* Service IP Address

* Subnet Mask

* Prefix

* Default Gateway

Ethernet Port 2 (attributes for both IPv4 and IPv6)
» IP Address

* Service IP Address

* Subnet Mask

* Prefix

* Default Gateway

Remote Authentication Remote Authentication

Web Address

User Name

Password

SSL Certificate

Space Total MDisk Capacity

Space in Storage Pools

Space Allocated to Volumes

Total Free Space

Total Used Capacity

Total Allocation

Total Volume Copy Capacity

Total Volume Capacity

Statistics Statistics Status

Statistics Frequency

Metro and Global Mirror Link Tolerance

Intersystem Delay Simulation

Intrasystem Delay Simulation

Partnership

Bandwidth
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Table 51. Fields that are provided for the system properties (continued)

Item

Field name

Email

SMTP Email Server

Email Server Port

Reply Email Address

Contact Person Name

Primary Contact Phone Number

Alternate Contact Phone Number

Physical Location of the System Reporting Error

Email Status

Inventory Email Interval

iSCSI

iSNS Server Address

Supported Authentication Methods

CHAP Secret

! You can also use the 1ssystemip CLI command to view this data.
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Chapter 6. Using the front panel of the SAN Volume Controller

The front panel of the SAN Volume Controller has a display, various LEDs,
navigation buttons, and a select button that are used when you service your SAN
Volume Controller node.

shows where the front-panel display is on the SAN Volume
Controller node.
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Figure 46. SAN Volume Controller front-panel assembly

The SAN Volume Controller 2145-DHS8 does not have a front panel display, but
does include node status, node fault, and battery status LEDs. Instead, a technician
port is available on the rear of the 2145-DH8 node to use a direction connection for
installing and servicing support. The technician port replaces the front panel

display, and provides direct access to the service assistant GUI and command-line
interface (CLI).

Boot progress indicator
Boot progress is displayed on the front panel of the SAN Volume Controller.

The Boot progress display on the front panel shows that the node is starting.

Booting

| e—

Figure 47. Example of a boot progress display

During the boot operation, boot progress codes are displayed and the progress bar
moves to the right while the boot operation proceeds.

Boot failed

If the boot operation fails, boot code 120 is displayed.
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Failed 120

See the "Error code reference" topic where you can find a description of the failure
and the appropriate steps that you must complete to correct the failure.

Charging

The front panel indicates that the uninterruptible power supply battery is charging.

Charging

svc00304

A node cannot start and join a system when there is insufficient power in the
uninterruptible power supply battery to manage with a power failure. Charging is
displayed until it is safe to start the node. This can take up to 2 hours.

Error codes

Error codes are displayed on the front panel display.

[Figure 48| and [Figure 49| show how error codes are displayed on the front panel.

?ég?ter .'Ef'r'ur* :

svc00433

Figure 48. Example of an error code for a clustered system

Eﬁa Error:

svc00434

Figure 49. Example of a node error code

For descriptions of the error codes that are displayed on the front panel display,
see the various error code topics for a full description of the failure and the actions
that you must perform to correct the failure.

Hardware boot

The hardware boot display shows system data when power is first applied to the
node as the node searches for a disk drive to boot.
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If this display remains active for longer than 3 minutes, there might be a problem.
The cause might be a hardware failure or the software on the hard disk drive
might be missing or damaged.

Node rescue request

If software is lost, you can use the node rescue process to copy all software from
another node.

The node-rescue-request display, which is shown in indicates that a
request has been made to replace the software on this node. The SAN Volume
Controller software is preinstalled on all SAN Volume Controller nodes. This
software includes the operating system, the application software, and the SAN
Volume Controller publications. It is normally not necessary to replace the software
on a node, but if the software is lost for some reason (for example, the hard disk
drive in the node fails), it is possible to copy all the software from another node
that is connected to the same Fibre Channel fabric. This process is known as node
rescue.

Figure 50. Node rescue display

Power failure

The SAN Volume Controller node uses battery power from the uninterruptible
power supply to shut itself down.

The Power failure display on the laptop application shows that the SAN Volume
Controller is running on battery power because main power has been lost. All I/O
operations have stopped. The node is saving system metadata and node cache data
to the internal disk drive. When the progress bar reaches zero, the node powers
off.

Note: When input power is restored to the uninterruptible power supply, the SAN
Volume Controller turns on.

Powering off

The progress bar on the display shows the progress of the power-off operation.

Powering Off is displayed after the power button has been pressed and while the
node is powering off. Powering off might take several minutes.

Powering Off
L =—————

The progress bar moves to the left when the power is removed.
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Recovering

The front panel indicates that the uninterruptible power supply battery is not fully
charged.

Recovering

svc00305

When a node is active in a system but the uninterruptible power supply battery is
not fully charged, Recovering is displayed. If the power fails while this message is
displayed, the node does not restart until the uninterruptible power supply has
charged to a level where it can sustain a second power failure.

Restarting

The front panel indicates when the software on a node is restarting.

Restarting
]

The software is restarting for one of the following reasons:
* An internal error was detected.

* The power button was pressed again while the node was powering off.

If you press the power button while powering off, the panel display changes to
indicate that the button press was detected; however, the power off continues until
the node finishes saving its data. After the data is saved, the node powers off and
then automatically restarts. The progress bar moves to the right while the node is
restarting.

Shutting down

The front-panel indicator tracks shutdown operations.

The Shutting Down display is shown when you issue a shutdown command to a
SAN Volume Controller clustered system or a SAN Volume Controller node. The
progress bar continues to move to the left until the node turns off.

When the shutdown operation is complete, the node turns off. When you power
off a node that is connected to a 2145 UPS-1U, only the node shuts down; the 2145
UPS-1U does not shut down.

ShuttingDown

92  SAN Volume Controller: Troubleshooting Guide



Validate WWNN? option

The front panel prompts you to validate the WWNN when the worldwide node
name (WWNN) that is stored in the service controller (the panel WWNN) does not
match the WWNN that is backed up on the SAN Volume Controller disk (the disk
WWNN).

Typically, this panel is displayed when the service controller has been replaced.
The SAN Volume Controller uses the WWNN that is stored on the service
controller. Usually, when the service controller is replaced, you modify the WWNN
that is stored on it to match the WWNN on the service controller that it replaced.
By doing this, the node maintains its WWNN address, and you do not need to
modify the SAN zoning or host configurations. The WWNN that is stored on disk
is the same that was stored on the old service controller.

After it is in this mode, the front panel display will not revert to its normal
displays, such as node or cluster (system) options or operational status, until the
WWNN is validated. Navigate the Validate WWNN option (shown in to
choose which WWNN that you want to use.

| Validate WWNN? |
Select

h 4
Lﬁ DiskWWNN > PaneIWWNN: M

| Use Dlsk WWNN? Use Panel WWNN? |
Select

Node WWNN:

svc00409

Figure 51. Validate WWNN? navigation

Choose which stored WWNN you want this node to use:

1. From the Validate WWNN? panel, press and release the select button. The Disk
WWNN: panel is displayed and shows the last five digits of the WWNN that is
stored on the disk.

2. To view the WWNN that is stored on the service controller, press and release
the right button. The Panel WWNN: panel is displayed and shows the last five
numbers of the WWNN that is stored on the service controller.

3. Determine which WWNN that you want to use.
a. To use the WWNN that is stored on the disk:

1) From the Disk WWNN: panel, press and release the down button. The
Use Disk WWNN? panel is displayed.

2) Press and release the select button.
b. To use the WWNN that is stored on the service controller:

1) From the Panel WWNN: panel, press and release the down button. The
Use Panel WWNN? panel is displayed.

2) Press and release the select button.

The node is now using the selected WWNN. The Node WWNN: panel is displayed
and shows the last five numbers of the WWNN that you selected.
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If neither WWNN that is stored on the service controller panel nor disk is suitable,
you must wait until the node restarts before you can change it. After the node
restarts, select Change WWNN to change the WWNN to the value that you want.

SAN Volume Controller menu options

During normal operations, menu options are available on the front panel display of
the SAN Volume Controller node.

You can review the operational status of the clustered system, node, and external
interfaces by using menu options. The menu also provides access to the tools and
operations that you use to service the node.

[Figure 52 on page 95| shows the sequence of the menu options. Only one option at
a time is displayed on the front panel display. For some options, more data is
displayed on line 2. The first option that is displayed is the Cluster: option.
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Figure 52. SAN Volume Controller options on the front-panel display

Use the left and right buttons to navigate through the secondary fields that are
associated with some of the main fields.

IPv6 IPv6 J
+L/R_’{ Prefix ‘+L/R

svc00560

Note: Messages might not display fully on the screen. You might see a right angle
bracket (>) on the right side of the display screen. If you see a right angle bracket,
press the right button to scroll through the display. When there is no more text to

display, you can move to the next item in the menu by pressing the right button.
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Similarly, you might see a left angle bracket (<) on the left side of the display
screen. If you see a left angle bracket, press the left button to scroll through the
display. When there is no more text to display, you can move to the previous item
in the menu by pressing the left button.

The following main options are available:
* Cluster

* Node

* Version

* Ethernet

* FC Port 1 Status

* Actions

* Language

Cluster (system) options

The main cluster (system) option from the menu can display the cluster name or
the field can be blank.

The main cluster (system) option displays the system name that the user assigned.
If a clustered system is being created on the node and no system name was
assigned, a temporary name based on the IP address of the system is displayed. If
this node is not assigned to a system, the field is blank.

Status option
Status is indicated on the front panel.

This field is blank if the node is not a member of a clustered system. If this node is
a member of a clustered system, the field indicates the operational status of the
system, as follows:

Active
Indicates that this node is an active member of the system.

Inactive
Indicates that the node is a member of a system, but is not now operational. It
is not operational because the other nodes that are in the system cannot be
accessed or because this node was excluded from the system.

Degraded
Indicates that the system is operational, but one or more of the member nodes
are missing or have failed.

IPv4 Address option

A clustered system must have either an IPv4 address or an IPv6 address, or both,
assigned to Ethernet port 1. You can also assign an IPv4 address or an IPv6
address, or both, to Ethernet port 2. You can use any of the addresses to access the
system from the command-line tools or the management GUI.

These fields contain the IPv4 addresses of the system. If this node is not a member
of a system or if the IPv4 address has not been assigned, these fields are blank.

IPv4 Subnet options:

The IPv4 subnet mask addresses are set when the IPv4 addresses are assigned to
the system.
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The IPv4 subnet options display the subnet mask addresses when the system has
IPv4 addresses. If the node is not a member of a system or if the IPv4 addresses
have not been assigned, this field is blank.

IPv4 Gateway options:
The IPv4 gateway addresses are set when the system is created.

The IPv4 gateway options display the gateway addresses for the system. If the
node is not a member of a system, or if the IPv4 addresses have not been assigned,
this field is blank.

IPv6 Address options

A clustered system must have either an IPv4 address or an IPv6 address, or both,
assigned to Ethernet port 1. You can also assign an IPv4 address or an IPv6
address, or both, to Ethernet port 2. You can use any of the addresses to access the
system from the command-line tools or the management GUL

These fields contain the IPv6 addresses of the system. If the node is not a member
of a system, or if the IPv6 address has not been assigned, these fields are blank.

IPv6 Prefix option:
The IPv6 prefix is set when a system is created.

The IPv6 prefix option displays the network prefix of the system and the service
IPv6 addresses. The prefix has a value of 0 - 127. If the node is not a member of a
system, or if the IPv6 addresses have not been assigned, a blank line displays.

IPv6 Gateway option:
The IPv6 gateway addresses are set when the system is created.

This option displays the IPv6 gateway addresses for the system. If the node is not
a member of a system, or if the IPv6 addresses have not been assigned, a blank
line displays.

Displaying an IPv6 address
After you have set the IPv6 address, you can display the IPv6 addresses and the
IPv6 gateway addresses.

The IPv6 addresses and the IPv6 gateway addresses consist of eight (4-digit
hexadecimal values that are shown across four panels, as shown in Each
panel displays two 4-digit values that are separated by a colon, the address field

position (such as 2/4) within the total address, and scroll indicators. Move between
the address panels by using the left button or right button.

[ ve Address: I'Pve Ad
FEDC: 1234 114> 1

d
<FEDC: 2

re B
34 274>

Figure 53. Viewing the IPv6 address on the front-panel display

Node options

The main node option displays the identification number or the name of the node
if the user has assigned a name.
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Status option
The node status is indicated on the front panel. The status can be one of the
following states:

Active The node is operational, assigned to a system, and ready to complete I/O
operations.

Service
There is an error that is preventing the node from operating as part of a
system. It is safe to shut down the node in this state.

Candidate
The node is not assigned to a system and is not in service. It is safe to shut
down the node in this state.

Starting
The node is part of a system and is attempting to join the system. It cannot
complete I/O operations.

Node WWNN option

The Node WWNN (worldwide node name) option displays the last five
hexadecimal digits of the WWNN that is being used by the node. Only the last five
digits of a WWNN vary on a node. The first 11 digits are always 50050768010.

Service Address option
Pressing select on the Service Address panel displays the IP address that is
configured for access to the service assistant and the service CLL

Version options

The version option displays the version of the SAN Volume Controller software
that is active on the node. The version consists of four fields that are separated by
full stops. The fields are the version, release, modification, and fix level; for
example, 6.1.0.0.

Build option

The Build: panel displays the level of the SAN Volume Controller software that is
currently active on this node.

Cluster Build option

The Cluster Build: panel displays the level of the software that is currently active
on the system that this node is operating in.

Ethernet options

The Ethernet options display the operational state of the Ethernet ports, the speed
and duplex information, and their media access control (MAC) addresses.

The Ethernet panel shows one of the following states:

Config - Yes
This node is the configuration node.

Config - No
This node is not the configuration node.

No Cluster
This node is not a member of a system.
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Press the right button to view the details of the individual Ethernet ports.
Ethernet Port options
The Ethernet port options Port-1 through Port-4 display the state of the links and

indicates whether or not there is an active link with an Ethernet network.

Link Online
An Ethernet cable is attached to this port.

Link Offline
No Ethernet cable is attached to this port or the link has failed.
Speed options

The speed options Speed-1 through Speed-4 display the speed and duplex
information for the Ethernet port. The speed information can be one of the
following values:

10 The speed is 10 Mbps.
100 The speed is 100 Mbps.
1 The speed is 1Gbps.

10 The speed is 10 Gbps.

The duplex information can be one of the following values:
Full  Data can be sent and received at the same time.

Half Data can be sent and received in one direction at a time.

MAC Address options

The MAC address options MAC Address-1 through MAC Address-4 display the
media access control (MAC) address of the Ethernet port.

Fibre Channel port options

The Fibre Channel port options display the operational status of the Fibre Channel
ports.

Active The port is operational and can access the Fibre Channel fabric.

Inactive
The port is operational but cannot access the Fibre Channel fabric. One of
the following conditions caused this result:
* The Fibre Channel cable has failed.
* The Fibre Channel cable is not installed.
* The device that is at the other end of the cable has failed.

Failed The port is not operational because of a hardware failure.

Not installed
This port is not installed.

Actions options

During normal operations, action menu options are available on the front panel
display of the node. Only use the front panel actions when directed to do so by a
service procedure. Inappropriate use can lead to loss of access to data or loss of
data.
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[Figure 54 on page 101} [Figure 55 on page 102} and [Figure 56 on page 103|show the

sequence of the actions options. In the figures, bold lines indicate that the select
button was pressed. The lighter lines indicate the navigational path (up or down
and left or right). The circled X indicates that if the select button is pressed, an

action occurs using the data entered.

Only one action menu option at a time is displayed on the front-panel display.

Note: Options only display in the menu if they are valid for the current state of

the node. See [Table 52| for a list of when the options are valid.

The following options are available from the Actions menu:

Table 52. When options are available

Front panel option

Option name

When option is available for
the current state of the node

Cluster IPv4

Create a clustered system
with an IPv4 management
address

Candidate state

Cluster IPv6

Create a clustered system
with an IPv6 management
address

Candidate state

address

Service IPv4 Set the IPv4 service address | All states
of the node

Service IPv6 Set the IPv6 service address | All states
of the node

Service DHCPv4 Set a DHCP IPv4 service All states
address

Service DHCPv6 Set a DHCP IPv6 service All states

Change WWNN

Change the WWNN of the
node

Candidate or service state

Enter Service

Enter service state

Whenever error 690 is not
showing.

Exit Service

Leave service state if possible

Whenever error 690 is
showing.

Recover Cluster

Recover system configuration

Candidate or service state

Remove Cluster

Remove system state

Whenever the node has a
clustered system state.

Paced Upgrade

Perform user-paced CCU

Node in service without
clustered system state

Set FC Speed

Set Fibre Channel speed

Reset Password

Reset password

Not active or if the
resetpassword command is
enabled

Rescue Node

Rescue node software

All states
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Figure 54. Upper options of the actions menu on the front panel
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Figure 55. Middle options of the actions menu on the front panel
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of the actions menu on the front panel

To perform an action, navigate to the Actions option and press the select button.
The action is initiated. Available parameters for the action are displayed. Use the
left or right buttons to move between the parameters. The current setting is
displayed on the second display line.

To set or change a parameter value, press the select button when the parameter is
displayed. The value changes to edit mode. Use the left or right buttons to move
between subfields, and use the up or down buttons to change the value of a
subfield. When the value is correct, press select to leave edit mode.

Each action also has a Confirm? and a Cancel? panel. Pressing select on the
Confirm? panel initiates the action using the current parameter value setting.
Pressing select on the Cancel? panel returns to the Action option panel without
changing the node.

Note: Messages might not display fully on the screen. You might see a right angle
bracket (>) on the right side of the display screen. If you see a right angle bracket,
press the right button to scroll through the display. When there is no more text to
display, you can move to the next item in the menu by pressing the right button.

Similarly, you might see a left angle bracket (<) on the left side of the display
screen. If you see a left angle bracket, press the left button to scroll through the
display. When there is no more text to display, you can move to the previous item
in the menu by pressing the left button.
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Cluster IPv4 or Cluster IPv6 options
You can create a clustered system from the Cluster IPv4 or Cluster IPv6 action
options.

The Cluster IPv4 or Cluster IPv6 option allows you to create a clustered system.

From the front panel, when you create a clustered system, you can set either the
IPv4 or the IPv6 address for Ethernet port 1. If required, you can add more
management IP addresses by using the management GUI or the CLI.

Press the up and down buttons to navigate through the parameters that are
associated with the Cluster option. After you navigate to the wanted parameter,
press the select button.

The parameters that are available include:
* IPv4 Address

* IPv4 Subnet

* IPv4 Gateway

* IPv4 Confirm Create?

* IPv6 Address

* IPv6 Subnet

* IPv6 Gateway

* IPv6 Confirm Create?

If you are creating the clustered system with an IPv4 address, complete the
following steps:

1. Press and release the up or down button until Actions? is displayed. Press and
release the select button.

2. Press and release the up or down button until Cluster IPv4? is displayed.
Press and release the select button.

3. Edit the IPv4 address, the IPv4 subnet, and the IPv4 gateway.

4. Press and release the left or right button until IPv4 Confirm Create? is
displayed.

5. Press and release the select button to confirm.

If you are creating the clustered system with an IPv6 address, complete the
following steps:

1. Press and release the up or down button until Actions? is displayed. Press and
release the select button.

2. Press and release the left or right button until Cluster Ipv6? is displayed. Press
and release the select button.

3. Edit the IPv6 address, the IPv6 prefix, and the IPv6 gateway.

4. Press and release the left or right button until IPv6 Confirm Create? is
displayed.

5. Press and release the select button to confirm.

IPv4 Address option
Using the IPv4 address, you can set the IP address for Ethernet port 1 of the

clustered system that you are going to create. The system can have either an IPv4
or an IPv6 address, or both at the same time. You can set either the IPv4 or IPv6
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management address for Ethernet port 1 from the front panel when you are
creating the system. If required, you can add more management IP addresses from
the CLL

Attention: When you set the IPv4 address, ensure that you type the correct
address. Otherwise, you might not be able to access the system by using the
command-line tools or the management GUL

Perform the following steps to set the IPv4 address:
1. Navigate to the IPv4 Address panel.
2. Press the select button. The first IP address number is highlighted.

3. Press the up button if you want to increase the value that is highlighted; press
the down button if you want to decrease that value. If you want to quickly
increase the highlighted value, hold the up button. If you want to quickly
decrease the highlighted value, hold the down button.

Note: If you want to disable the fast increase or decrease function, press and
hold the down button, press and release the select button, and then release the
down button. The disabling of the fast increase or decrease function lasts until
the creation is completed or until the feature is again enabled. If the up button
or down button is pressed and held while the function is disabled, the value
increases or decreases once every two seconds. To again enable the fast increase
or decrease function, press and hold the up button, press and release the select
button, and then release the up button.

4. Press the right button or left button to move to the number field that you want
to set.

5. Repeat steps 3 and 4 for each number field that you want to set.

6. Press the select button to confirm the settings. Otherwise, press the right button
to display the next secondary option or press the left button to display the
previous options.

Press the right button to display the next secondary option or press the left button
to display the previous options.

IPv4 Subnet option
Using this option, you can set the IPv4 subnet mask for Ethernet port 1.

Attention: When you set the IPv4 subnet mask address, ensure that you type the
correct address. Otherwise, you might not be able to access the system by using
the command-line tools or the management GUL

Perform the following steps to set the subnet mask:
1. Navigate to the IPv4 Subnet panel.
2. Press the select button. The first subnet mask number is highlighted.

3. Press the up button if you want to increase the value that is highlighted; press
the down button if you want to decrease that value. If you want to quickly
increase the highlighted value, hold the up button. If you want to quickly
decrease the highlighted value, hold the down button.

Note: If you want to disable the fast increase or decrease function, press and

hold the down button, press and release the select button, and then release the
down button. The disabling of the fast increase or decrease function lasts until
the creation is completed or until the feature is again enabled. If the up button
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or down button is pressed and held while the function is disabled, the value
increases or decreases once every two seconds. To again enable the fast increase
or decrease function, press and hold the up button, press and release the select
button, and then release the up button.

4. Press the right button or left button to move to the number field that you want
to set.

5. Repeat steps 3 and 4 for each number field that you want to set.

6. Press the select button to confirm the settings. Otherwise, press the right button
to display the next secondary option or press the left button to display the
previous options.

IPv4 Gateway option
Using this option, you can set the IPv4 gateway address for Ethernet port 1.

Attention: When you set the IPv4 gateway address, ensure that you type the
correct address. Otherwise, you might not be able to access the system by using
the command-line tools or the management GUI

Perform the following steps to set the IPv4 gateway address:
1. Navigate to the IPv4 Gateway panel.
2. Press the select button. The first gateway address number field is highlighted.

3. Press the up button if you want to increase the value that is highlighted; press
the down button if you want to decrease that value. If you want to quickly
increase the highlighted value, hold the up button. If you want to quickly
decrease the highlighted value, hold the down button.

Note: If you want to disable the fast increase or decrease function, press and
hold the down button, press and release the select button, and then release the
down button. The disabling of the fast increase or decrease function lasts until
the creation is completed or until the feature is again enabled. If the up button
or down button is pressed and held while the function is disabled, the value
increases or decreases once every two seconds. To again enable the fast increase
or decrease function, press and hold the up button, press and release the select
button, and then release the up button.

4. Press the right button or left button to move to the number field that you want
to set.

5. Repeat steps 3 and 4 for each number field that you want to set.

6. Press the select button to confirm the settings. Otherwise, press the right button
to display the next secondary option or press the left button to display the
previous options.

IPv4 Confirm Create? option

Using this option, you can start an operation to create a system with an IPv4

address.
1. Press and release the left or right button until IPv4 Confirm Create? is
displayed.

2. Press the select button to start the operation.

If the create operation is successful, Password is displayed on line 1. The
password that you can use to access the system is displayed on line 2. Be sure
to immediately record the password; it is required on the first attempt to
manage the system from the management GUL
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Attention: The password displays for only 60 seconds, or until a front panel
button is pressed. The system is created only after the password display is
cleared.

If the create operation fails, Create Failed: is displayed on line 1 of the
front-panel display screen. Line 2 displays one of two possible error codes that
you can use to isolate the cause of the failure.

IPv6 Address option

Using this option, you can set the IPv6 address for Ethernet port 1 of the system
that you are going to create. The system can have either an IPv4 or an IPv6
address, or both at the same time. You can set either the IPv4 or IPv6 management
address for Ethernet port 1 from the front panel when you are creating the system.
If required, you can add more management IP addresses from the CLI.

Attention: When you set the IPv6 address, ensure that you type the correct
address. Otherwise, you might not be able to access the system by using the
command-line tools or the management GUIL

To set the IPv6 address:

1. From the Create Cluster? option, press the select button, and then press the
down button. The IPv6 Address option is displayed.

2. Press the select button again. The first IPv6 address number is highlighted. .

3. Move between the address panels by using the left button or right button. The
IPv6 addresses and the IPv6 gateway addresses consist of eight (4-digit)
hexadecimal values that are shown across four panels

4. You can change each number in the address independently. Press the up button
if you want to increase the value that is highlighted; press the down button if
you want to decrease that value.

5. Press the right button or left button to move to the number field that you want
to set.

6. Repeat steps 3 and 4 for each number field that you want to set.

7. Press the select button to confirm the settings. Otherwise, press the right button
to display the next secondary option or press the left button to display the
previous options.

IPv6 Prefix option
Using this option, you can set the IPv6 prefix for Ethernet port 1.

Attention: When you set the IPv6 prefix, ensure that you type the correct
network prefix. Otherwise, you might not be able to access the system by using the
command-line tools or the management GUI

Perform the following steps to set the IPv6 prefix:

Note: This option is restricted to a value 0 - 127.
1. Press and release the left or right button until IPv6 Prefix is displayed.
2. Press the select button. The first prefix number field is highlighted.

3. Press the up button if you want to increase the value that is highlighted; press
the down button if you want to decrease that value. If you want to quickly
increase the highlighted value, hold the up button. If you want to quickly
decrease the highlighted value, hold the down button.

Chapter 6. Using the front panel of the SAN Volume Controller 107



108

Note: If you want to disable the fast increase or decrease function, press and
hold the down button, press and release the select button, and then release the
down button. The disabling of the fast increase or decrease function lasts until
the creation is completed or until the feature is again enabled. If the up button
or down button is pressed and held while the function is disabled, the value
increases or decreases once every two seconds. To again enable the fast increase
or decrease function, press and hold the up button, press and release the select
button, and then release the up button.

Press the select button to confirm the settings. Otherwise, press the right button
to display the next secondary option or press the left button to display the
previous options.

IPv6 Gateway option

Using this option, you can set the IPv6 gateway for Ethernet port 1.

Attention: When you set the IPv6 gateway address, ensure that you type the
correct address. Otherwise, you might not be able to access the system by using
the command-line tools or the management GUI

Perform the following steps to set the IPv6 gateway address:

1.
2.

Press and release the left or right button until IPv6 Gateway is displayed.

Press the select button. The first gateway address number is highlighted. The
IPv6 addresses and the IPv6 gateway addresses consist of eight (4-digit)
hexadecimal values that are shown across four panels.

You can change each number in the address independently. Press the up button
if you want to increase the value that is highlighted; press the down button if
you want to decrease that value.

Press the right button or left button to move to the number field that you want
to set.

Repeat steps |3| and El for each number field that you want to set.

Press the select button to confirm the settings. Otherwise, press the right button
to display the next secondary option or press the left button to display the
previous options.

IPv6 Confirm Create? option

Using this option, you can start an operation to create a system with an IPv6
address.

1.

Press and release the left or right button until IPv6 Confirm Create? is
displayed.
Press the select button to start the operation.

If the create operation is successful, Password is displayed on line 1. The
password that you can use to access the system is displayed on line 2. Be sure
to immediately record the password; it is required on the first attempt to
manage the system from the management GUL

Attention: The password displays for only 60 seconds, or until a front panel
button is pressed. The system is created only after the password display is
cleared.

If the create operation fails, Create Failed: is displayed on line 1 of the
front-panel display screen. Line 2 displays one of two possible error codes that
you can use to isolate the cause of the failure.
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Service IPv4 or Service IPv6 options
You can use the front panel to change a service IPv4 address or a service IPv6
address.

IPv4 Address option

The IPv4 Address panels show one of the following items for the selected Ethernet
port:

The active service address if the system has an IPv4 address. This address can be
either a configured or fixed address, or it can be an address obtained through
DHCP.

DHCP Failed if the IPv4 service address is configured for DHCP but the node
was unable to obtain an IP address.

DHCP Configuring if the IPv4 service address is configured for DHCP while the
node attempts to obtain an IP address. This address changes to the IPv4 address
automatically if a DHCP address is allocated and activated.

A blank line if the system does not have an IPv4 address.

If the service IPv4 address was not set correctly or a DHCP address was not
allocated, you have the option of correcting the IPv4 address from this panel. The
service IP address must be in the same subnet as the management IP address.

To set a fixed service IPv4 address from the IPv4 Address: panel, perform the
following steps:

1.
2.

Press and release the select button to put the panel in edit mode.

Press the right button or left button to move to the number field that you want
to set.

Press the up button if you want to increase the value that is highlighted; press
the down button if you want to decrease that value. If you want to quickly
increase the highlighted value, hold the up button. If you want to quickly
decrease the highlighted value, hold the down button.

Note: If you want to disable the fast increase or decrease function, press and
hold the down button, press and release the select button, and then release the
down button. The disabling of the fast increase or decrease function lasts until
the creation is completed or until the feature is again enabled. If the up button
or down button is pressed and held while the function is disabled, the value
increases or decreases once every two seconds. To again enable the fast increase
or decrease function, press and hold the up button, press and release the select
button, and then release the up button.

When all the fields are set as required, press and release the select button to
activate the new IPv4 address.

The IPv4 Address: panel is displayed. The new service IPv4 address is not
displayed until it has become active. If the new address has not been displayed
after 2 minutes, check that the selected address is valid on the subnetwork and
that the Ethernet switch is working correctly.

IPv6 Address option

The IPv6 Address panels show one of the following conditions for the selected
Ethernet port:
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* The active service address if the system has an IPv6 address. This address can be
either a configured or fixed address, or it can be an address obtained through
DHCP.

* DHCP Failed if the IPv6 service address is configured for DHCP but the node
was unable to obtain an IP address.

* DHCP Configuring if the IPv6 service address is configured for DHCP while the
node attempts to obtain an IP address. This changes to the IPv6 address
automatically if a DHCP address is allocated and activated.

* A blank line if the system does not have an IPv6 address.

If the service IPv6 address was not set correctly or a DHCP address was not
allocated, you have the option of correcting the IPv6 address from this panel. The
service IP address must be in the same subnet as the management IP address.

To set a fixed service IPv6 address from the IPv6 Address: panel, perform the
following steps:

1. Press and release the select button to put the panel in edit mode. When the
panel is in edit mode, the full address is still shown across four panels as eight
(four-digit) hexadecimal values. You edit each digit of the hexadecimal values
independently. The current digit is highlighted.

2. Press the right button or left button to move to the number field that you want
to set.

3. Press the up button if you want to increase the value that is highlighted; press
the down button if you want to decrease that value.

4. When all the fields are set as required, press and release the select button to
activate the new IPv6 address.

The IPv6 Address: panel is displayed. The new service IPv6 address is not
displayed until it has become active. If the new address has not been displayed
after 2 minutes, check that the selected address is valid on the subnetwork and
that the Ethernet switch is working correctly.

Service DHCPv4 or DHCPv6 options

The active service address for a system can be either a configured or fixed address,
or it can be an address obtained through DHCP.

If a service IP address does not exist, you must assign a service IP address or use
DHCP with this action.

To set the service IPv4 address to use DHCP, perform the following steps:
1. Press and release the up or down button until Service DHCPv4? is displayed.
2. Press and release the down button. Confirm DHCPv4? is displayed.

3. Press and release the select button to activate DHCP, or you can press and
release the up button to keep the existing address.

4. If you activate DHCP, DHCP Configuring is displayed while the node attempts
to obtain a DHCP address. It changes automatically to show the allocated
address if a DHCP address is allocated and activated, or it changes to DHCP
Failed if a DHCP address is not allocated.

To set the service IPv6 address to use DHCP, perform the following steps:
1. Press and release the up or down button until Service DHCPv6? is displayed.
2. Press and release the down button. Confirm DHCPv6? is displayed.
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3. Press and release the select button to activate DHCP, or you can press and
release the up button to keep the existing address.

4. If you activate DHCP, DHCP Configuring is displayed while the node attempts
to obtain a DHCP address. It changes automatically to show the allocated
address if a DHCP address is allocated and activated, or it changes to DHCP
Failed if a DHCP address is not allocated.

Note: If an IPv6 router is present on the local network, SAN Volume Controller
does not differentiate between an autoconfigured address and a DHCP address.
Therefore, SAN Volume Controller uses the first address that is detected.

Change WWNN? option

The Change WWNN? option displays the last five hexadecimal digits of the
WWNN that is being used by the node. Only the last five digits of a WWNN vary
on a node. The first 11 digits are always 50050768010.

To edit the WWNN, complete the following steps:

Important: Only change the WWNN when you are instructed to do so by a service
procedure. Nodes must always have a unique WWNN. If you change the WWNN,
you might have to reconfigure hosts and the SAN zoning.

1. Press and release the up or down button until Actions is displayed.

2. Press and release the select button.

3. Press and release the up or down button until Change WWNN? is displayed on
line 1. Line 2 of the display shows the last five numbers of the WWNN that is
currently set. The first number is highlighted.

4. Edit the highlighted number to match the number that is required. Use the up
and down buttons to increase or decrease the numbers. The numbers wrap F to
0 or 0 to E Use the left and right buttons to move between the numbers.

5. When the highlighted value matches the required number, press and release the
select button to activate the change. The Node WWNN: panel displays and the
second line shows the last five characters of the changed WWNN.

Enter Service? option

You can enter service state from the Enter Service? option. Service state can be
used to remove a node from a candidate list or to prevent it from being readded to
a clustered system.

If the node is active, entering service state can cause disruption to hosts if other
faults exist in the system.While in service state, the node cannot join or run as part
of a clustered system.

To exit service state, ensure that all errors are resolved. You can exit service state
by using the Exit Service? option or by restarting the node.

Exit Service? option
You can exit service state from the Exit Service? option. This action releases the
node from the service state.

If there are no noncritical errors, the node enters candidate state. If possible, the
node then becomes active in a clustered system.

To exit service state, ensure that all errors are resolved. You can exit service state
by using this option or by restarting the node.
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Recover Cluster? option
You can recover an entire clustered system if the data has been lost from all nodes
by using the Recover Cluster? option.

Perform service actions on nodes only when directed by the service procedures. If
used inappropriately, service actions can cause loss of access to data or data loss.

For information about the recover system procedure, see [‘Recover system|
[procedure” on page 279 .|

Remove Cluster? option
The Remove Cluster? option deletes the system state data from the node.

Use this option as the final step in decommissioning a system after the other nodes
have been removed from the system using the command-line interface (CLI) or the
management GUL

Attention: Use the front panel to remove state data from a single node system. To
remove a node from a multi-node system, always use the CLI or the remove node
options from the management GUIL

To delete the state data from the node using the Remove Cluster? panel:

1. Press and hold the up button.

2. Press and release the select button.

3. Release the up button.

After the option is run, the node shows Cluster: with no system name. If this
option is run on a node that is still a member of a system, the system shows error

1195, Node missing, and the node is displayed in the list of nodes in the system.
Remove the node by using the management GUI or CLL

Paced Upgrade? option
Use this option to control the time when individual nodes are upgraded within a
system update.

Note: This action can be used only when the following conditions exist for the
node:

* The node is in service state.
* The node has no errors.
* The node has been removed from the clustered system.

For additional information, see the “Upgrading the software manually” topic in the
information center.

Set FC Speed? option

You can change the speed of the Fibre Channel ports on a SAN Volume Controller
by using the Set FC Speed? option

Reset Password? option
The Reset Password? option is useful if the system superuser password has been
lost or forgotten.

Use the Reset password? option if the user has lost the system superuser password
or if the user is unable to access the system. If it is permitted by the user's
password security policy, use this selection to reset the system superuser password.

SAN Volume Controller: Troubleshooting Guide



If your password security policy permits password recovery, and if the node is
currently a member of a clustered system, the system superuser password is reset
and a new password is displayed for 60 seconds. If your password security policy
does not permit password recovery or the node is not a member of a system,
completing these steps has no effect.

If the node is in active state when the password is reset, the reset applies to all
nodes in the system. If the node is in candidate or service state when the password
is reset, the reset applies only to the single node.

Rescue Node? option
You can start the automatic software recovery for this node by using the Rescue
Node? option.

Note: Another way to rescue a node is to force a node rescue when the node
boots. It is the preferred method. Forcing a node rescue when a node boots works
by booting the operating system from the service controller and running a program
that copies all the SAN Volume Controller software from any other node that can
be found on the Fibre Channel fabric. See [“Completing the node rescue when thel
[node boots” on page 298

Exit Actions? option
Return to the main menu by selecting the Exit Actions? option.

Language? option
You can change the language that displays on the front panel.

Before you begin

The Language? option allows you to change the language that is displayed on the

menu. [Figure 57| shows the Language? option sequence.

| Language? |
Select

ﬂ English? ‘4—% Japanese? ﬁ

Figure 57. Language? navigation

svc00410

The following languages are available:
* English
* Japanese

About this task

To select the language that you want to be used on the front panel, perform the
following steps:

Procedure
1. Press and release the up or down button until Language? is displayed.
2. Press and release the select button.
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3. Use the left and right buttons to move to the language that you want. The
translated language names are displayed in their own character set. If you do
not understand the language that is displayed, wait for at least 60 seconds for
the menu to reset to the default option.

4. Press and release the select button to select the language that is displayed.
Results

If the selected language uses the Latin alphabet, the front panel display shows two
lines. The panel text is displayed on the first line and additional data is displayed
on the second line.

If the selected language does not use the Latin alphabet, the display shows only
one line at a time to clearly display the character font. For those languages, you
can switch between the panel text and the additional data by pressing and
releasing the select button.

Additional data is unavailable when the front panel displays a menu option, which
ends with a question mark (?). In this case, press and release the select button to
choose the menu option.

Note: You cannot select another language when the node is displaying a boot
error.

Using the power control for the SAN Volume Controller node

114

Some SAN Volume Controller nodes are powered by an uninterruptible power
supply that is in the same rack as the nodes. Other nodes have internal batteries
instead, such as the SAN Volume Controller 2145-DHS.

The power state of the SAN Volume Controller is displayed by a power indicator
on the front panel. If the uninterruptible power supply battery is not sufficiently
charged to enable the SAN Volume Controller to become fully operational, its
charge state is displayed on the front panel display of the node.

The power to a SAN Volume Controller is controlled through the management
GUI, or by the power button on the front panel of the node. .

Note: Never turn off the node by removing the power cable. You might lose data.
For more information about how to power off the node, see ["MAP 5350: Powering]
[off a node” on page 331|

If the SAN Volume Controller software is running and you request it to power off
from the management GUI, CLI, or power button, the node starts its power off
processing. During this time, the node indicates the progress of the power-off
operation on the front panel display. After the power-off processing is complete,
the front panel becomes blank and the front panel power light flashes. It is safe for
you to remove the power cable from the rear of the node. If the power button on
the front panel is pressed during power-off processing, the front panel display
changes to indicate that the node is being restarted, but the power-off process
completes before the restart.

If the SAN Volume Controller software is not running when the front panel power
button is pressed, the node immediately powers off.
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Note: The 2145 UPS-1U does not power off when the node is shut down from the
power button.

If you turn off a node using the power button or by a command, the node is put
into a power-off state. The SAN Volume Controller remains in this state until the
power cable is connected to the rear of the node and the power button is pressed.

During the startup sequence, the SAN Volume Controller tries to detect the status
of the uninterruptible power supply through the uninterruptible power supply
signal cable. If an uninterruptible power supply is not detected, the node pauses
and an error is shown on the front panel display. If the uninterruptible power
supply is detected, the software monitors the operational state of the
uninterruptible power supply. If no uninterruptible power supply errors are
reported and the uninterruptible power supply battery is sufficiently charged, the
SAN Volume Controller becomes operational. If the uninterruptible power supply
battery is not sufficiently charged, the charge state is indicated by a progress bar
on the front panel display. When an uninterruptible power supply is first turned
on, it might take up to 2 hours before the battery is sufficiently charged for the
SAN Volume Controller node to become operational.

If input power to the uninterruptible power supply is lost, the node immediately
stops all I/O operations and saves the contents of its dynamic random access
memory (DRAM) to the internal disk drive. While data is being saved to the disk
drive, a Power Failure message is shown on the front panel and is accompanied
by a descending progress bar that indicates the quantity of data that remains to be
saved. After all the data is saved, the node is turned off and the power light on the
front panel turns off.

Note: The node is now in standby state. If the input power to the uninterruptible
power supply unit is restored, the node restarts. If the uninterruptible power
supply battery was fully discharged, Charging is displayed and the boot process
waits for the battery to charge. When the battery is sufficiently charged, Booting is
displayed, the node is tested, and the software is loaded. When the boot process is
complete, Recovering is displayed while the uninterruptible power supply finalizes
its charge. While Recovering is displayed, the system can function normally.
However, when the power is restored after a second power failure, there is a delay
(with Charging displayed) before the node can complete its boot process.
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Chapter 7. Diagnosing problems

You can diagnose problems with the control and indicators, the command-line
interface (CLI), the management GUI, or the Service Assistant GUI The diagnostic
LEDs on the SAN Volume Controller nodes and uninterruptible power supply
units also help you diagnose hardware problems.

Event logs

By understanding the event log, you can do the following tasks:
* Manage the event log

* View the event log

* Describe the fields in the event log

Error codes

The following topics provide information to help you understand and process the
error codes:

* Event reporting
* Understanding the events
* Understanding the error codes

* Determining a hardware boot failure

If the node is showing a boot message, failure message, or node error message,
and you determined that the problem was caused by a software or firmware
failure, you can restart the node to see whether that might resolve the problem.
Perform the following steps to properly shut down and restart the node:

1. Follow the instructions in [“MAP 5350: Powering off a node” on page 331

2. Restart only one node at a time.

3. Do not shut down the second node in an I/O group for at least 30 minutes
after you shut down and restart the first node.

Starting statistics collection

The system collects statistics over an interval and creates files that can be viewed.
Introduction

For each collection interval, the management GUI creates four statistics files: one
for managed disks (MDisks), named Nm_stat; one for volumes and volume copies,
named Nv_stat; one for nodes, named Nn_stat; and one for SAS drives, named
Nd_stat. The files are written to the /dumps/iostats directory on the node. To
retrieve the statistics files from the non-configuration nodes onto the configuration
node, svctask cpdumps command must be used.

A maximum of 16 files of each type can be created for the node. When the 17th file
is created, the oldest file for the node is overwritten.
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Fields

The following fields are available for user definition:

Interval

Tables

Specify the interval in minutes between the collection of statistics. You can
specify 1 - 60 minutes in increments of 1 minute.

The following tables describe the information that is reported for individual nodes
and volumes.

able 53| describes the statistics collection for MDisks, for individual nodes.

Table 53. Statistics collection for individual nodes

Statistic
name

Description

id

Indicates the name of the MDisk for which the statistics apply.

idx

Indicates the identifier of the MDisk for which the statistics apply.

b

Indicates the cumulative number of blocks of data that is read (since the
node has been running).

re

Indicates the cumulative read external response time in milliseconds for each
MDisk. The cumulative response time for disk reads is calculated by starting
a timer when a SCSI read command is issued and stopped when the
command completes successfully. The elapsed time is added to the
cumulative counter.

ro

Indicates the cumulative number of MDisk read operations that are processed
(since the node is running).

rq

Indicates the cumulative read queued response time in milliseconds for each
MDisk. This response is measured from above the queue of commands to be
sent to an MDisk because the queue depth is already full. This calculation
includes the elapsed time that is taken for read commands to complete from
the time they join the queue.

wb

Indicates the cumulative number of blocks of data written (since the node is
running).

Indicates the cumulative write external response time in milliseconds for each
MDisk. The cumulative response time for disk writes is calculated by starting
a timer when a SCSI write command is issued and stopped when the
command completes successfully. The elapsed time is added to the
cumulative counter.

Indicates the cumulative number of MDisk write operations processed (since
the node is running).

wq

Indicates the cumulative write queued response time in milliseconds for each
MDisk. This time is measured from above the queue of commands to be sent
to an MDisk because the queue depth is already full. This calculation
includes the elapsed time taken for write commands to complete from the
time they join the queue.

[Table 54 on page 119| describes the VDisk (volume) information that is reported for

individual nodes.

Note: MDisk statistics files for nodes are written to the /dumps/iostats directory
on the individual node.
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Table 54. Statistic collection for volumes for individual nodes

Statistic
name

Description

id

Indicates the volume name for which the statistics apply.

idx

Indicates the volume for which the statistics apply.

rb

Indicates the cumulative number of blocks of data read (since the node is
running).

rl

Indicates the cumulative read response time in milliseconds for each volume.
The cumulative response time for volume reads is calculated by starting a
timer when a SCSI read command is received and stopped when the
command completes successfully. The elapsed time is added to the
cumulative counter.

rlw

Indicates the worst read response time in microseconds for each volume since
the last time statistics were collected. This value is reset to zero after each
statistics collection sample.

ro

Indicates the cumulative number of volume read operations processed (since
the node has been running).

wb

Indicates the cumulative number of blocks of data written (since the node is
running).

wl

Indicates the cumulative write response time in milliseconds for each
volume. The cumulative response time for volume writes is calculated by
starting a timer when a SCSI write command is received and stopped when
the command completes successfully. The elapsed time is added to the
cumulative counter.

wlw

Indicates the worst write response time in microseconds for each volume
since the last time statistics were collected. This value is reset to zero after
each statistics collection sample.

Indicates the cumulative number of volume write operations processed (since
the node is running).

wou

Indicates the cumulative number of volume write operations that are not
aligned on a 4K boundary.

x1

Indicates the cumulative read and write data transfer response time in
milliseconds for each volume since the last time the node was reset. When
this statistic is viewed for multiple volumes and with other statistics, it can
indicate whether the latency is caused by the host, fabric, or the SAN Volume
Controller.

able 55| describes the VDisk information that is related to Metro Mirror or Global
Mirror relationships that is reported for individual nodes.

Table 55. Statistic collection for volumes that are used in Metro Mirror and Global Mirror
relationships for individual nodes

Statistic
name

Description

gwl

Indicates cumulative secondary write latency in milliseconds. This statistic
accumulates the cumulative secondary write latency for each volume. You
can calculate the amount of time to recovery from a failure based on this
statistic and the gws statistics.

gwo

Indicates the total number of overlapping volume writes. An overlapping
write is when the logical block address (LBA) range of write request collides
with another outstanding request to the same LBA range and the write
request is still outstanding to the secondary site.
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Table 55. Statistic collection for volumes that are used in Metro Mirror and Global Mirror
relationships for individual nodes (continued)

gwot

Indicates the total number of fixed or unfixed overlapping writes. When all
nodes in all clusters are running SAN Volume Controller version 4.3.1, this
records the total number of write I/O requests received by the Global Mirror
feature on the primary that overlapped. When any nodes in either cluster are
running SAN Volume Controller versions earlier than 4.3.1, this value does
not increment.

gws

Indicates the total number of write requests issued to the secondary site.

able 56| describes the port information that is reported for individual nodes

Table 56. Statistic collection for node ports

Statistic Description

name

bbcz Indicates the total time in microseconds for which the buffer credit counter
was at zero. Note that this statistic is only reported by 8 Gbps Fibre Channel
ports. For other port types, this is 0.

cbr Indicates the bytes received from controllers.

cbt Indicates the bytes transmitted to disk controllers.

cer Indicates the commands received from disk controllers.

cet Indicates the commands initiated to disk controllers.

dtdc Indicates the number of transfers that experienced excessive data
transmission delay.

dtdm Indicates the number of transfers that had their data transmission delay
measured.

dtdt Indicates the total time in microseconds for which data transmission was
excessively delayed.

hbr Indicates the bytes received from hosts.

hbt Indicates the bytes transmitted to hosts.

her Indicates the commands received from hosts.

het Indicates the commands initiated to hosts.

icrc Indicates the number of CRC that are not valid.

id Indicates the port identifier for the node.

itw Indicates the number of transmission word counts that are not valid.

1f Indicates a link failure count.

Inbr Indicates the bytes received to other nodes in the same cluster.

Inbt Indicates the bytes transmitted to other nodes in the same cluster.

Iner Indicates the commands received from other nodes in the same cluster.

Inet Indicates the commands initiated to other nodes in the same cluster.

Isi Indicates the lost-of-signal count.

Isy Indicates the loss-of-synchronization count.

pspe Indicates the primitive sequence-protocol error count.

rmbr Indicates the bytes received to other nodes in the other clusters.

rmbt Indicates the bytes transmitted to other nodes in the other clusters.

rmer Indicates the commands received from other nodes in the other clusters.
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Table 56. Statistic collection for node ports (continued)

rmet

Indicates the commands initiated to other nodes in the other clusters.

wwpn

Indicates the worldwide port name for the node.

describes the node information that is reported for each node.

Table 57. Statistic collection for nodes

Statistic
name

Description

cluster_id

Indicates the name of the cluster.

cluster

Indicates the name of the cluster.

cpu

busy - Indicates the total CPU average core busy milliseconds since the node
was reset. This statistic reports the amount of the time the processor has
spent polling while waiting for work versus actually doing work. This
statistic accumulates from zero.

comp - Indicates the total CPU average core busy milliseconds for
compression process cores since the node was reset.

system - Indicates the total CPU average core busy milliseconds since the
node was reset. This statistic reports the amount of the time the processor
has spent polling while waiting for work versus actually doing work. This
statistic accumulates from zero. This is the same information as the
information provided with the cpu busy statistic and will eventually replace
the cpu busy statistic.

Cpu_core

id - Indicates the CPU core id.

comp - Indicates the per-core CPU average core busy milliseconds for
compression process cores since node was reset.

system - Indicates the per-core CPU average core busy milliseconds for
system process cores since node was reset.

id

Indicates the name of the node.

node_id

Indicates the unique identifier for the node.

rb

Indicates the number of bytes received.

re

Indicates the accumulated receive latency, excluding inbound queue time.
This statistic is the latency that is experienced by the node communication
layer from the time that an I/O is queued to cache until the time that the
cache gives completion for it.

ro

Indicates the number of messages or bulk data received.

rq

Indicates the accumulated receive latency, including inbound queue time.
This statistic is the latency from the time that a command arrives at the node
communication layer to the time that the cache completes the command.

wb

Indicates the bytes sent.

Indicates the accumulated send latency, excluding outbound queue time. This
statistic is the time from when the node communication layer issues a
message out onto the Fibre Channel until the node communication layer
receives notification that the message arrived.

Indicates the number of messages or bulk data sent.

wq

Indicates the accumulated send latency, including outbound queue time. This
statistic includes the entire time that data is sent. This time includes the time
from when the node communication layer receives a message and waits for
resources, the time to send the message to the remote node, and the time
taken for the remote node to respond.

Chapter 7. Diagnosing problems 121



able 58| describes the statistics collection for volumes.

Table 58. Cache statistics collection for volumes and volume copies

Statistics for | Statistics for | Statistics for
Statistics for | Statistics for | volume volume the Node Cache
volume volume cache copy cache | Overall statistics for | Units and
Statistic Acronym cache copy cache | partition partition Cache mdisks state
read ios ri Yes Yes ios,
cumulative
write ios wi Yes Yes ios,
cumulative
read misses r Yes Yes sectors,
cumulative
read hits rh Yes Yes sectors,
cumulative
flush_through | ft Yes Yes sectors,
writes cumulative
fast_write fw Yes Yes sectors,
writes cumulative
write_through |wt Yes Yes sectors,
writes cumulative
write hits wh Yes Yes sectors,
cumulative
prefetches p Yes sectors,
cumulative
prefetch hits ph Yes sectors,
(prefetch data cumulative
that is read)
prefetch misses | pm Yes pages,
(prefetch pages cumulative
that are
discarded
without any
sectors read)
modified data | m Yes Yes sectors,
snapshot,
non-
cumulative
read and write |v Yes Yes sectors
cache data snapshot,
non-
cumulative
destages d Yes Yes sectors,
cumulative
fullness fav Yes Yes %,
Average non-
cumulative
fullness Max fmx Yes Yes %,
non-
cumulative
fullness Min fmn Yes Yes %,
non-
cumulative
Destage Target |dtav Yes Yes I0s capped
Average 9999,
non-
cumulative
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Table 58. Cache statistics collection for volumes and volume copies (continued)

Statistics for

Statistics for

Statistics for

Statistics for | Statistics for | volume volume the Node Cache
volume volume cache copy cache |Overall statistics for | Units and
Statistic Acronym cache copy cache | partition partition Cache mdisks state
Destage Target | dtmx Yes 10s,
Max non-
cumulative
Destage Target | dtmn Yes 10s,
Min non-
cumulative
Destage In dfav Yes Yes 10s capped
Flight 9999,
Average non-
cumulative
Destage In dfmx Yes 10s,
Flight Max non-
cumulative
Destage In dfmn Yes 10s,
Flight Min non-
cumulative
destage latency | dav Yes Yes Yes Yes Yes Yes ps capped
average 9999999,
non-
cumulative
destage latency | dmx Yes Yes Yes ps capped
max 9999999,
non-
cumulative
destage latency | dmn Yes Yes Yes ps capped
min 9999999,
non-
cumulative
destage count |dcn Yes Yes Yes Yes Yes ios,
non-
cumulative
stage latency  |sav Yes Yes Yes ps capped
average 9999999,
non-
cumulative
stage latency | smx Yes ps capped
max 9999999,
non-
cumulative
stage latency | smn Yes ps capped
min 9999999,
non-
cumulative
stage count scn Yes Yes Yes ios,
non-
cumulative
prestage pav Yes Yes ps capped
latency 9999999,
average non-
cumulative
prestage pmx Yes ps capped
latency max 9999999,
non-
cumulative
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Table 58. Cache statistics collection for volumes and volume copies (continued)

Statistics for

Statistics for

Statistics for

Remote Credit
Queue Time

Statistics for | Statistics for | volume volume the Node Cache
volume volume cache copy cache | Overall statistics for | Units and
Statistic Acronym cache copy cache | partition partition Cache mdisks state
prestage pmn Yes ps capped
latency min 9999999,
non-
cumulative
prestage pcn Yes Yes ios,
count non-
cumulative
Write Cache wfav Yes %,
Fullness non-
Average cumulative
Write Cache wimx Yes %,
Fullness Max non-
cumulative
Write Cache wfmn Yes %,
Fullness Min non-
cumulative
Read Cache rfav Yes %,
Fullness non-
Average cumulative
Read Cache rfmx Yes %,
Fullness Max non-
cumulative
Read Cache rfmn Yes %,
Fullness Min non-
cumulative
Pinned pp Yes Yes Yes Yes Yes % of total
Percent cache
snapshot,
non-
cumulative
data transfer | tav Yes Yes ps capped
latency 9999999,
average non-
cumulative
Track Lock teav Yes Yes ps capped
Latency 9999999,
(Exclusive) non-
Average cumulative
Track Lock tsav Yes Yes ps capped
Latency 9999999,
(Shared) non-
Average cumulative
Cache I/O hpt Yes Average s,
Control Block non-
Queue Time cumulative
Cache Track ppt Yes Average ps,
Control Block non-
Queue Time cumulative
Owner Remote | opt Yes Average ps,
Credit Queue non-
Time cumulative
Non-Owner npt Yes Average ps,

non-
cumulative
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Table 58. Cache statistics collection for volumes and volume copies (continued)

Statistics for | Statistics for | Statistics for
Statistics for | Statistics for | volume volume the Node Cache
volume volume cache copy cache |Overall statistics for | Units and
Statistic Acronym cache copy cache | partition partition Cache mdisks state
Admin Remote | apt Yes Average ps,
Credit Queue non-
Time cumulative
Cdcb Queue cpt Yes Average ps,
Time non-
cumulative
Buffer Queue |bpt Yes Average ps,
Time non-
cumulative
Hardening hrpt Yes Average ps,
Rights Queue non-
Time cumulative

Note: Any statistic with a name av, mx, mn, and cn is not cumulative. These
statistics reset every statistics interval. For example, if the statistic does not have a
name with name av, mx, mn, and cn, and it is an Ios or count, it will be a field
containing a total number.

* The term pages means in units of 4096 bytes per page.

* The term sectors means in units of 512 bytes per sector.

* The term ys means microseconds.

* Non-cumulative means totals since the previous statistics collection interval.

* Snapshot means the value at the end of the statistics interval (rather than an
average across the interval or a peak within the interval).

able 59| describes the statistic collection for volume cache per individual nodes.

Table 59. Statistic collection for volume cache per individual nodes. This table describes the
volume cache information that is reported for individual nodes.

Statistic Description

name

cm Indicates the number of sectors of modified or dirty data that are held in the
cache.

ctd Indicates the total number of cache destages that were initiated writes,
submitted to other components as a result of a volume cache flush or destage
operation.

ctds Indicates the total number of sectors that are written for cache-initiated track
writes.

ctp Indicates the number of track stages that are initiated by the cache that are
prestage reads.

ctps Indicates the total number of staged sectors that are initiated by the cache.

ctrh Indicates the number of total track read-cache hits on prestage or
non-prestage data. For example, a single read that spans two tracks where
only one of the tracks obtained a total cache hit, is counted as one track
read-cache hit.
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Table 59. Statistic collection for volume cache per individual nodes (continued). This table
describes the volume cache information that is reported for individual nodes.

ctrhp Indicates the number of track reads received from other components, treated
as cache hits on any prestaged data. For example, if a single read spans two
tracks where only one of the tracks obtained a total cache hit on prestaged
data, it is counted as one track read for the prestaged data. A cache hit that
obtains a partial hit on prestage and non-prestage data still contributes to this

value.

ctrhps Indicates the total number of sectors that are read for reads received from
other components that obtained cache hits on any prestaged data.

ctrhs Indicates the total number of sectors that are read for reads received from
other components that obtained total cache hits on prestage or non-prestage
data.

ctr Indicates the total number of track reads received. For example, if a single
read spans two tracks, it is counted as two total track reads.

ctrs Indicates the total number of sectors that are read for reads received.

ctwft Indicates the number of track writes received from other components and

processed in flush through write mode.

ctwfts Indicates the total number of sectors that are written for writes that are
received from other components and processed in flush through write mode.

ctwfw Indicates the number of track writes received from other components and
processed in fast-write mode.

ctwfwsh Indicates the track writes in fast-write mode that were written in
write-through mode because of the lack of memory.

ctwfwshs Indicates the track writes in fast-write mode that were written in write
through due to the lack of memory.

ctwfws Indicates the total number of sectors that are written for writes that are
received from other components and processed in fast-write mode.

ctwh Indicates the number of track writes received from other components where
every sector in the track obtained a write hit on already dirty data in the
cache. For a write to count as a total cache hit, the entire track write data
must already be marked in the write cache as dirty.

ctwhs Indicates the total number of sectors that are received from other components
where every sector in the track obtained a write hit on already dirty data in
the cache.

ctw Indicates the total number of track writes received. For example, if a single

write spans two tracks, it is counted as two total track writes.

ctws Indicates the total number of sectors that are written for writes that are
received from components.

ctwwt Indicates the number of track writes received from other components and
processed in write through write mode.

ctwwts Indicates the total number of sectors that are written for writes that are
received from other components and processed in write through write mode.

cv Indicates the number of sectors of read and write cache data that is held in
the cache.

[Table 60 on page 127) describes the XML statistics specific to an IP Partnership port.
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Table 60. XML statistics for an IP Partnership port

Statistic

name Description

ipbz Indicates the average size (in bytes) of data that is being submitted to the IP
partnership driver since the last statistics collection period.

iprc Indicates the total bytes that are received before any decompression takes
place.

ipre Indicates the bytes retransmitted to other nodes in other clusters by the IP
partnership driver.

iprt Indicates the average round-trip time in microseconds for the IP partnership
link since the last statistics collection period.

iprx Indicates the bytes received from other nodes in other clusters by the IP
partnership driver.

ipsz Indicates the average size (in bytes) of data that is being transmitted by the IP
partnership driver since the last statistics collection period.

iptc Indicates the total bytes that are transmitted after any compression (if active)
has taken place.

iptx Indicates the bytes transmitted to other nodes in other clusters by the IP
partnership driver.

able 61| describes the offload data transfer (ODX) Vdisk and node level 1/O

statistics.

Table 61. ODX VDisk and node level statistics

Statistic name Acronym Description
Read cumulative ODX I/O | orl Cumulative total read
latency latency of ODX I/O per

VDisk. The unit type is
micro-seconds (US).

latency

Write cumulative ODX I/0 owl Cumulative total write

latency of ODX I/0O per
VDisk. The unit type is
micro-seconds (US).

Total transferred ODX I/0 oro Cumulative total number of
read blocks

blocks read and successfully
reported to the host, by ODX
WUT command per VDisk. It
is represented in blocks unit

type.

Total transferred ODX I/0O oOwWo Cumulative total number of
write blocks

blocks written and
successfully reported to the
host, by ODX WUT
command per VDisk. It is
represented in blocks unit

type.

Wasted ODX I/0Os oiowp Cumulative total number of

wasted blocks written by
ODX WUT command per
node. It is represented in
blocks unit type.
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Table 61. ODX VDisk and node level statistics (continued)

Statistic name

Acronym

Description

WUT failure count

otrec

Cumulative total number of
failed ODX WUT commands
per node. It includes WUT
failures due to a token

getting revoked and expired.

able 62| describes the statistics collection for cloud per cloud account id.

Table 62. Statistics collection for cloud per cloud account id

Statistic name Acronym Description

id id Cloud account id

Total Successful Puts puts Total number of successful
PUT operations

Total Successful Gets gets Total number of successful
GET operations

Bytes Up bup Total number of bytes
successful transferred to the
cloud

Bytes Down bdown Total number of bytes
successful downloaded/read
from the cloud

Up Latency uplt Total time taken to transfer
the data to the cloud

Down Latency dwlt Total time taken to download
the data from the cloud

Down Error Latency dwerlt Time taken for the GET
errors

Part Error Latency pterlt Total time taken for part
errors
In SAN Volume Controller it

Persisted Bytes Down prbdw Total number of bytes

successfully downloaded
from the cloud and persisted
on the local storage that
were part of successful GET

operation
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Table 62. Statistics collection for cloud per cloud account id (continued)

Statistic name

Acronym

Description

Persisted Bytes Up

prbup

Total number of bytes
successfully transferred to
the cloud and persisted on
the cloud that were part of
successful PUT operation.
The difference is that we
may have a 100 bytes file, of
which we successfully had
80 bytes sent to the cloud
through a PUT operation,
but the last data transfer
cycle carrying 20 bytes
errored out, and the entire
request failed. In that case
the statistics indicates:
BYTES_UP = 80 and
PERSISTED_BYTES_UP = 0

Persisted Down Latency

prdwlt

Total time taken to download
the data from the cloud that
were part of successful GET
operation

Persisted Up Latency

pruplt

Total time taken to transfer
the data to the cloud that
were part of successful PUT
operation

Failed Gets

flgt

Total number of failed GET
operations

Failed Puts

flpt

Total number of failed PUT
operations

Get Errors

gter

Total number of times a read
from the cloud failed
(including the last retry that
failed the GET request)

Get Retries

gtrt

Total number of GET retries

Part Errors

pter

Total number of part errors.
It is the count in case of
multi part upload. The part
refers to the multi-part
upload scenario.

In SAN Volume Controller, i

Parts Put

ptpt

Total number of parts that
are successfully transferred
to the cloud

Persisted parts

prpt

Total number parts
successfully persisted on the
cloud that were part of
successful put operation

Put retries

ptrt

Total number of PUT retries

Throttle upload latency

tuplt

Average delay introduced
due to setting upload
bandwidth limit
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Table 62. Statistics collection for cloud per cloud account id (continued)

Statistic name Acronym Description

Throttle download latency tdwlt Average delay introduced
due to setting download
bandwidth limit

Throttle upload bandwidth | tupbwpc Bandwidth utilization in
utilization percentage percentage of configured
upload bandwidth limit
Throttle download tdwbwpc Bandwidth utilization in
bandwidth utilization percentage of configured
percentage download bandwidth limit

able 63| describes the statistics collection for cloud per VDisk.
Table 63. Statistics collection for cloud per VDisk

SNo Statistic name Acronym Description

1 blocks up bup Number of blocks
uploaded in cloud

2 blocks down bdn Number of block
downloaded from
cloud

Note: A block is 512 bytes.
Actions

The following actions are available to the user:
OK  Click this button to change statistic collection.

Cancel
Click this button to exit the panel without changing statistic collection.

XML formatting information

The XML is more complicated now, as seen in this raw XML from the volume
(Nv_statistics) statistics. Notice how the names are similar but because they are in
a different section of the XML, they refer to a different part of the VDisk.

<vdsk idx="0"

ctrs="213694394" ctps="0" ctrhs="2416029" ctrhps="0"
ctds="152474234" ctwfts="9635" ctwwts="0" ctwfws="152468611"
ctwhs="9117" ctws="152478246" ctr="1628296" ctw="3241448"

ctp="0" ctrh="123056" ctrhp="0" ctd="1172772"

ctwft="200" ctwwt="0" ctwfw="3241248" ctwfwsh="0"

ctwfwshs="0" ctwh="538" cm="13768758912876544" cv="13874234719731712"
gWOt="0" gW0=II0II gWS="0" gW'I=II0II

id="Master_iogrp0_1"

ro:IIOII Wo="0" rb=IIOII Wb=II0II

r'|=IIOII W'|=II0II r'lw=IIOII W]Wzllell X'|=II0II>

Vdisk/Volume statistics

<Ca r=ll0ll Y.h=II0II d=IIOII ft="0"

Wt=II0II .fw:IIOII Wh="0" r.izlloll

W1=II0II dav=IIOII dcn=IIOII pav=IIOII pcn=IIOII teav=IIOII tSﬁV="0" tav=IIOII
pp=IIOII/>

<cpy idx="0">
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volume copy statistics

<Ca r=ll0ll p=IIOII rh=IIOII ph=IIOII
d="0" ft="0" Wt="0" fW:IIGII

Wh=II0II pm=IIOII r,.i=IIOII v\’.i=II0II
dav="0" dcn="0" sav="0" scn="0"
pav="0" pcn="0" teav="0" tsav="0"
taV="0” pp="0"/>

</pr>
<vdsk>

The <cpy idx="0"> means its in the volume copy section of the VDisk, whereas the
statistics shown under Vdisk/Volume statistics are outside of the cpy idx section
and therefore refer to a VDisk/volume.

Similarly for the volume cache statistics for node and partitions:

<uca><ca dav="18726" dcn="1502531" dmx="749846" dmn="89"
sav="20868" scn="2833391" smx="980941" smn="3"

paV="0" an="0" me="0" pmn="0"

wfav="0" wfmx="2" wfmn="0"

rfav="0" rfmx="1" rfmn="0"

pp=IIOII

hpt:IIOII pp.t:IIGII Opt:IIOII r.lp.t:IIOII

apt="0” Cpt="0" bpt=IIOII hrpt=llell

/><partition id="0"><ca dav="18726" dcn="1502531" dmx="749846" dmn="89"
fav="0" fmx="2" fmn="0"

dfav="0" dfmx="0" dfmn="0"

dtav="0" dtmx="0" dtmn="0"

pp="0"/></partition>

This output describes the volume cache node statistics where <partition id="0">
the statistics are described for partition 0.

Replacing <uca> with <1ca> means that the statistics are for volume copy cache
partition 0.

Event reporting

Events that are detected are saved in an event log. As soon as an entry is made in
this event log, the condition is analyzed. If any service activity is required, a
notification is sent, if you have set up notifications.

Event reporting process

The following methods are used to notify you and the IBM Support Center of a
new event:

* The most serious system error code is displayed on the front panel of each node
in the system.

* If you enabled Simple Network Management Protocol (SNMP), an SNMP trap is
sent to an SNMP manager that is configured by the customer.

The SNMP manager might be IBM Systems Director, if it is installed, or another
SNMP manager.

* If enabled, log messages can be forwarded on an IP network by using the syslog
protocol.

* If enabled, event notifications can be forwarded by email by using Simple Mail
Transfer Protocol (SMTP).
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* Call Home can be enabled so that critical faults generate a problem management
record (PMR) that is then sent directly to the appropriate IBM Support Center by
using email.

Power-on self-test

When you turn on the SAN Volume Controller, the system board performs
self-tests. During the initial tests, the hardware boot symbol is displayed.

All models perform a series of tests to check the operation of components and
some of the options that have been installed when the units are first turned on.
This series of tests is called the power-on self-test (POST).

Note: Some SAN Volume Controller nodes do not have a front panel display. The
node status LED is off until booting finishes and the SAN Volume Controller
software is loaded.

If a critical failure is detected during the POST, the software is not loaded and the
system error LED on the operator information panel is illuminated. If this failure
occurs, use ["MAP 5000: Start” on page 303|to help isolate the cause of the failure.

When the software is loaded, additional testing takes place, which ensures that all
of the required hardware and software components are installed and functioning
correctly. During the additional testing, the word Booting is displayed on the front
panel along with a boot progress code and a progress bar. If a test failure occurs,
the word Failed is displayed on the front panel.

The service controller performs internal checks and is vital to the operation of the
SAN Volume Controller. If the error (check) LED is illuminated on the service
controller front panel, the front-panel display might not be functioning correctly
and you can ignore any message displayed.

The uninterruptible power supply also performs internal tests. If the
uninterruptible power supply reports the failure condition, the SAN Volume
Controller displays critical failure information about the front-panel display or
sends noncritical failure information to the event log. If the SAN Volume
Controller cannot communicate with the uninterruptible power supply, it displays
a boot failure error message on the front-panel display. Further problem
determination information might also be displayed on the front panel of the
uninterruptible power supply.

Understanding events

132

When a significant change in status is detected, an event is logged in the event log.
Error data

Events are classified as either alerts or messages:

* An alert is logged when the event requires some action. Some alerts have an
associated error code that defines the service action that is required. The service
actions are automated through the fix procedures. If the alert does not have an
error code, the alert represents an unexpected change in state. This situation
must be investigated to see if it is expected or represents a failure. Investigate an
alert and resolve it as soon as it is reported.

* A message is logged when a change that is expected is reported, for instance, an
IBM FlashCopy operation completes.
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Managing the event log

The event log has a limited size. After it is full, newer entries replace entries that
are no longer required.

To avoid having a repeated event that fills the event log, some records in the event
log refer to multiple occurrences of the same event. When event log entries are
coalesced in this way, the time stamp of the first occurrence and the last occurrence
of the problem is saved in the log entry. A count of the number of times that the
error condition has occurred is also saved in the log entry. Other data refers to the
last occurrence of the event.

Viewing the event log

You can view the event log by using the management GUI or the command-line
interface (CLI).

About this task

You can view the event log by using the Monitoring > Events options in the
management GUI The event log contains many entries. You can, however, select
only the type of information that you need.

You can also view the event log by using the command-line interface (1seventlog).
See the “Command-line interface” topic for the command details.

Describing the fields in the event log

The event log includes fields with information that you can use to diagnose
problems.

describes some of the fields that are available to assist you in diagnosing
problems.

Table 64. Description of data fields for the event log

Data field Description

Event ID This number precisely identifies why the event was logged.
Description A short description of the event.

Status Indicates whether the event requires some attention.

Alert: if a red icon with a cross is shown, follow the fix procedure or
service action to resolve the event and turn the status green.

Monitoring: the event is not yet of concern.
Expired: the event no longer represents a concern.

Message: provide useful information about system activity.

Error code Indicates that the event represents an error in the system that can be
fixed by following the fix procedure or service action that is identified
by the error code. Not all events have an error code. Different events
have the same error code if the same service action is required for
each.

Sequence number | Identifies the event within the system.

Event count The number of events that are coalesced into this event log record.

Object type The object type to which the event relates.
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Table 64. Description of data fields for the event log (continued)

Data field Description

Object ID Uniquely identifies the object within the system to which the event
relates.

Object name The name of the object in the system to which the event relates.

Copy ID If the object is a volume and the event refers to a specific copy of the

volume, this field is the number of the copy to which the event relates.

Reporting node ID | Typically identifies the node responsible for the object to which the
event relates. For events that relate to nodes, it identifies the node that
logged the event, which can be different from the node that is
identified by the object ID.

Reporting node Typically identifies the node that contains the object to which the
name event relates. For events that relate to nodes, it identifies the node that
logged the event, which can be different from the node that is
identified by the object name.

Fixed Where an alert is shown for an error or warning condition, it indicates
that the user marked the event as fixed, completed the fix procedure,
or that the condition was resolved automatically. For a message event,
this field can be used to acknowledge the message.

First time stamp | The time when this error event was reported. If events of a similar
type are being coalesced together, so that one event log record
represents more than one event, this field is the time the first error
event was logged.

Last time stamp The time when the last instance of this error event was recorded into
this event log record.

Root sequence If set, it is the sequence number of an event that represents an error

number that probably caused this event to be reported. Resolve the root event
first.

Sense data Additional data that gives the details of the condition that caused the

event to be logged.

Event notifications

134

The system can use Simple Network Management Protocol (SNMP) traps, syslog
messages, and Call Home emails to notify you and the support center when
significant events are detected. Any combination of these notification methods can
be used simultaneously. Notifications are normally sent immediately after an event
is raised. However, there are some events that might occur because of active
service actions. If a recommended service action is active, these events are notified
only if they are still unfixed when the service action completes.

Each event that the system detects is assigned a notification type of Error, Warning,
or Information. When you configure notifications, you specify where the
notifications should be sent and which notification types are sent to that recipient.

[Table 65 on page 135/ describes the levels of event notifications.
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Table 65. Notification levels

Notification level Description

Error Error notification is sent to indicate a problem that must be
corrected as soon as possible.

This notification indicates a serious problem with the system. For
example, the event that is being reported could indicate a loss of
redundancy in the system, and it is possible that another failure
could result in loss of access to data. The most typical reason that
this type of notification is sent is because of a hardware failure, but
some configuration errors or fabric errors also are included in this
notification level. Error notifications can be configured to be sent as
a call home message to your support center.

Warning A warning notification is sent to indicate a problem or unexpected
condition with the system. Always immediately investigate this
type of notification to determine the effect that it might have on
your operation, and make any necessary corrections.

A warning notification does not require any replacement parts and
therefore should not require involvement from your support center.
The allocation of notification type Warning does not imply that the
event is less serious than one that has notification level Error.

Information An informational notification is sent to indicate that an expected
event has occurred: for example, a FlashCopy operation has
completed. No remedial action is required when these notifications
are sent.

Events with notification type Error or Warning are shown as alerts in the event log.
Events with notification type Information are shown as messages.

SNMP traps

Simple Network Management Protocol (SNMP) is a standard protocol for
managing networks and exchanging messages. The system can send SNMP
messages that notify personnel about an event. You can use an SNMP manager to
view the SNMP messages that the system sends. You can use the management GUI
or the command-line interface to configure and modify your SNMP settings. You
can specify up to a maximum of six SNMP servers.

You can use the Management Information Base (MIB) file for SNMP to configure a
network management program to receive SNMP messages that are sent by the
system. This file can be used with SNMP messages from all versions of the
software. More information about the MIB file for SNMP is available at this
website:

[www.ibm.com /support]

Search for , then search for MIB. Go to the downloads results to find Management
Information Base (MIB) file for SNMP. Click this link to find download options.

Syslog messages

The syslog protocol is a standard protocol for forwarding log messages from a
sender to a receiver on an IP network. The IP network can be either IPv4 or IPv6.
The system can send syslog messages that notify personnel about an event. The
system can transmit syslog messages in either expanded or concise format. You can
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use a syslog manager to view the syslog messages that the system sends. The
system uses the User Datagram Protocol (UDP) to transmit the syslog message.
You can specify up to a maximum of six syslog servers.You can use the
management GUI or the command-line interface to configure and modify your

syslog settings.

able 66| shows how SAN Volume Controller notification codes map to syslog

security-level codes.

Table 66. SAN Volume Controller notification types and corresponding syslog level codes

SAN Volume Controller

notification type Syslog level code Description

ERROR LOG_ALERT Fault that might require
hardware replacement that
needs immediate attention.

WARNING LOG_ERROR Fault that needs immediate
attention. Hardware
replacement is not expected.

INFORMATIONAL LOG_INFO Information message used,
for example, when a
configuration change takes
place or an operation
completes.

TEST LOG_DEBUG Test message

shows how SAN Volume Controller values of user-defined message origin
identifiers map to syslog facility codes.

Table 67. SAN Volume Controller values of user-defined message origin identifiers and

syslog facility codes

SAN Volume

Controller value Syslog value Syslog facility code |Message format
0 16 LOG_LOCALO Full

1 17 LOG_LOCAL1 Full

2 18 LOG_LOCAL2 Full

3 19 LOG_LOCALS3 Full

4 20 LOG_LOCAL4 Concise

5 21 LOG_LOCALS5 Concise

6 22 LOG_LOCAL6 Concise

7 23 LOG_LOCAL?7 Concise

Call Home email

The Call Home feature transmits operational and event-related data to you and
service personnel through a Simple Mail Transfer Protocol (SMTP) server
connection in the form of an event notification email. When configured, this
function alerts service personnel about hardware failures and potentially serious
configuration or environmental issues.

To send email, you must configure at least one SMTP server. You can specify as
many as 5 additional SMTP servers for backup purposes. The SMTP server must
accept the relaying of email from the management IP address. You can then use the
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management GUI or the command-line interface to configure the email settings,
including contact information and email recipients. Set the reply address to a valid
email address. Send a test email to check that all connections and infrastructure are
set up correctly. You can disable the Call Home function at any time using the
management GUI or the command-line interface.

Data that is sent with notifications

Notifications can be sent using email, SNMP, or syslog. The data sent for each type
of notification is the same. It includes:

* Record type

* Machine type

* Machine serial number
* Error ID

* Error code

* Software version

* FRU part number

* Cluster (system) name

* Node ID

* Error sequence number
* Time stamp

* Object type

* Object ID

* Problem data

Emails contain the following additional information that allow the Support Center
to contact you:

» Contact names for first and second contacts

* Contact phone numbers for first and second contacts

* Alternate contact numbers for first and second contacts
¢ Offshift phone number

* Contact email address

* Machine location

To send data and notifications to service personnel, use one of the following email
addresses:

* For systems that are located in North America, Latin America, South America or
the Caribbean Islands, use callhome0@de. ibm.com

* For systems that are located anywhere else in the world, use
calTlhomel@de.ibm.com

Inventory information email

An inventory information email summarizes the hardware components and
configuration of a system. Service personnel can use this information to contact
you when relevant software updates are available or when an issue that can affect
your configuration is discovered. It is a good practice to enable inventory
reporting.
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Because inventory information is sent using the Call Home email function, you
must meet the Call Home function requirements and enable the Call Home email
function before you can attempt to send inventory information email. You can
adjust the contact information, adjust the frequency of inventory email, or
manually send an inventory email using the management GUI or the
command-line interface.

The inventory that is sent to IBM includes the following information about the
clustered system on which the Call Home function is enabled. Sensitive
information such as IP addresses is not included.

* Licensing information
* Details about the following objects and functions:
Drives
External storage systems
Hosts
MDisks
Volumes
Array types and RAID levels
Easy Tier
FlashCopy
Metro Mirror and Global Mirror
HyperSwap

Example email

shows an example of an email. For detailed information about what is
included in the Call Home inventory information, configure the system to send an
inventory email to yourself.

Timestamp = Thu May 21 12:01:06 2015
Timezone = +0100, BST

Organization = IBM UK

Machine Address = Maybrook Hall
Machine City = Manchester

Machine State = XX

Machine Zip = M3 2EG

Machine Country = GB

Contact Name = Mike Programmer
Alternate Contact Name = N/A

e e e e 3R I I H H R

. (800 1ines of more information)

Figure 58. Example of inventory information email

Understanding the error codes

Error codes are generated by the event-log analysis and system configuration code.

Error codes help you to identify the cause of a problem, a failing component, and
the service actions that might be needed to solve the problem.
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Using

Event

Note: If more than one error occurs during an operation, the highest priority error
code displays on the front panel. The lower the number for the error code, the
higher the priority. For example, error code 1020 has a higher priority than error
code 1370.

the error code tables

The error code tables list the various error codes and describe the actions that you
can take.

About this task

Complete the following steps to use the error code tables:

Procedure

1. Locate the error code in one of the tables. If you cannot find a particular code
in any table, call IBM Support Center for assistance.

2. Read about the action you must complete to correct the problem. Do not
exchange field replaceable units (FRUs) unless you are instructed to do so.

3. Normally, exchange only one FRU at a time, starting from the top of the FRU
list for that error code.

IDs

The SAN Volume Controller software generates events, such as informational
events and error events. An event ID or number is associated with the event and
indicates the reason for the event.

Informational events provide information about the status of an operation.
Informational events are recorded in the event log, and, depending on the
configuration, informational event notifications can be sent through email, SNMP,
or syslog.

Error events are generated when a service action is required. An error event maps
to an alert with an associated error code. Depending on the configuration, error
event notifications can be sent through email, SNMP, or syslog.

Informational events
The informational events provide information about the status of an operation.

Informational events are recorded in the event log and, based on notification type,
can generate notifications through email, SNMP, or syslog. Informational events are
distinguished from error events, which are associated with error codes and might
require service procedures. For a list of error events, see [“Error event IDs and error]
fcodes” on page 148

Informational events can be either notification type I (information) or notification
type W (warning). An informational event report of type (W) might require user
attention. provides a list of informational events, the notification type, and
the reason for the event.

Table 68. Informational events

Notification
Event ID type Description
062004 I Type conversion completed and the original copy has
been deleted.
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Table 68. Informational events (continued)

Notification

Event ID type Description

070570 I Battery protection unavailable.

070571 I Battery protection temporarily unavailable; one
battery is expected to be available soon.

070572 I Battery protection temporarily unavailable; both
batteries are expected to be available soon.

070785 I Battery capacity is reduced because of cell imbalance.

980221 I The error log is cleared.

980230 I The SSH key was discarded for the service login user.

980231 I User name has changed.

980301 I Degraded or offline managed disk is now online.

980310 I A degraded or offline storage pool is now online.

980320 I Offline volume is now online.

980321 4 Volume is offline because of degraded or offline
storage pool.

980330 I All nodes can see the port.

980349 I A node has been successfully added to the cluster
(system).

980350 I The node is now a functional member of the cluster
(system).

980351 A noncritical hardware error occurred.

980352 I Attempt to automatically recover offline node
starting.

980370 I Both nodes in the I/O group are available.

980371 I One node in the I/O group is unavailable.

980372 4 Both nodes in the I/O group are unavailable.

980392 I Cluster (system) recovery completed.

980435 \ Failed to obtain directory listing from remote node.

980440 w Failed to transfer file from remote node.

980445 I The migration is complete.

980446 I The secure delete is complete.

980501 W The virtualization amount is close to the limit that is
licensed.

980502 W The FlashCopy feature is close to the limit that is
licensed.

980503 W The Metro Mirror or Global Mirror feature is close to
the limit that is licensed.

981002 I Fibre Channel discovery occurred; configuration
changes are pending.

981003 I Fibre Channel discovery occurred; configuration
changes are complete.

981004 I Fibre Channel discovery occurred; no configuration
changes were detected.

981007 W The managed disk is not on the preferred path.
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Table 68. Informational events (continued)

Notification

Event ID type Description

981009 \%Y The initialization for the managed disk failed.

981014 \ The LUN discovery has failed. The cluster (system)
has a connection to a device through this node but
this node cannot discover the unmanaged or
managed disk that is associated with this LUN.

981015 w The LUN capacity equals or exceeds the maximum.
Only part of the disk can be accessed.

981020 \'V The managed disk error count warning threshold has
been met.

981022 I Managed disk offline imminent, offline prevention
started

981025 I Drive firmware download completed successfully

981026 I Drive FPGA download completed successfully

981027 I Drive firmware download started

981028 1 Drive FPGA download started

981029 I Drive firmware download cancelled by user

981101 1 SAS discovery occurred; no configuration changes
were detected.

981102 I SAS discovery occurred; configuration changes are
pending.

981103 I SAS discovery occurred; configuration changes are
complete.

981104 W The LUN capacity equals or exceeds the maximum
capacity. Only the first 1 PB of disk will be accessed.

981105 1 The drive format has started.

981106 I The drive recovery was started.

981110 I iSCSI discovery occurred, configuration changes
pending.

981111 I iSCSI discovery occurred, configuration changes
complete.

981112 I iSCSI discovery occurred, no configuration changes
were detected.

982003 W Insufficient virtual extents.

982004 W The migration suspended because of insufficient
virtual extents or too many media errors on the
source managed disk.

982007 W Migration has stopped.

982009 I Migration is complete.

982010 W Copied disk I/O medium error.

983001 I The FlashCopy operation is prepared.

983002 I The FlashCopy operation is complete.

983003 W The FlashCopy operation has stopped.

984001 w First customer data being pinned in a volume

working set.
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Table 68. Informational events (continued)

Notification

Event ID type Description

984002 I All customer data in a volume working set is now
unpinned.

984003 w The volume working set cache mode is in the process
of changing to synchronous destage because the
volume working set has too much pinned data.

984004 I Volume working set cache mode updated to allow
asynchronous destage because enough customer data
has been unpinned for the volume working set.

984506 I The debug from an IERR was extracted to disk.

984507 I An attempt was made to power on the slots.

984508 I All the expanders on the strand were reset.

984509 I The component firmware update paused to allow the
battery charging to finish.

984511 I The update for the component firmware paused
because the system was put into maintenance mode.

984512 I A component firmware update is needed but is
prevented from running.

985001 I The Metro Mirror or Global Mirror background copy
is complete.

985002 I The Metro Mirror or Global Mirror is ready to restart.

985003 w Unable to find path to disk in the remote cluster
(system) within the timeout period.

986001 W The thin-provisioned volume copy data in a node is
pinned.

986002 I All thin-provisioned volume copy data in a node is
unpinned.

986010 I The thin-provisioned volume copy import has failed
and the new volume is offline; either update the SAN
Volume Controller software to the required version or
delete the volume.

986011 I The thin-provisioned volume copy import is
successful.

986020 w A thin-provisioned volume copy space warning has
occurred.

986030 I A thin-provisioned volume copy repair has started.

986031 I A thin-provisioned volume copy repair is successful.

986032 I A thin-provisioned volume copy validation is started.

986033 I A thin-provisioned volume copy validation is
successful.

986034 I The import of the compressed-virtual volume copy
was successful.

986035 w A compressed-virtual volume copy space warning
has occurred.

986036 I A compressed-virtual volume copy repair has started.

986037 I A compressed-virtual volume copy repair is
successful.
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Table 68. Informational events (continued)

Notification

Event ID type Description

986038 I A compressed-virtual volume copy has too many bad
blocks.

986201 I A medium error has been repaired for the mirrored
copy.

986203 Y A mirror copy repair, using the validate option
cannot complete.

986204 1 A mirror disk repair is complete and no differences
are found.

986205 I A mirror disk repair is complete and the differences
are resolved.

986206 W A mirror disk repair is complete and the differences
are marked as medium errors.

986207 I The mirror disk repair has been started.

986208 W A mirror copy repair, using the set medium error
option, cannot Complete.

986209 W A mirror copy repair, using the resync option, cannot
complete.

987102 W Node coldstarted.

987103 W A node power-off has been requested from the power
switch.

987104 I Additional Fibre Channel ports were connected.

987106 1 Additional ethernet ports connected

987107 I Additional fibre channel IO ports connected

987301 W The connection to a configured remote cluster
(system) has been lost.

987400 \%Y The node unexpectedly lost power but has now been
restored to the cluster (system).

988022 I The rebuild for an array MDisk was started.
Performance may be affected, wait for rebuild to
complete.

988023 I The rebuild for an array MDisk has finished.

988028 1 Array validation started.

988029 I Array validation complete.

988100 W An overnight maintenance procedure has failed to
complete. Resolve any hardware and configuration
problems that you are experiencing on the cluster
(system). If the problem persists, contact your IBM
service representative for assistance.

988300 W An array MDisk is offline because it has too many
missing members.

988304 I A RAID array has started exchanging an array
member.

988305 I A RAID array has completed exchanging an array
member.

988306 1 A RAID array needs resynchronization.
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Table 68. Informational events (continued)

Notification
Event ID type Description
988307 I A failed drive has been re-seated or replaced. The

system has automatically configured the device.

988308 I Distributed array MDisk rebuild started.
988309 I Distributed array MDisk rebuild completed.
988310 I Distributed array MDisk copyback started.
988311 I Distributed array MDisk copyback completed.
988312 I Distributed array MDisk initialization started.
988313 I Distributed array MDisk initialization completed.
988314 I Distributed array MDisk needs resynchronization.
989001 W A storage pool space warning has occurred.

SCSI event reporting

Nodes can notify their hosts of events for SCSI commands that are issued.

SCSI status

Some events are part of the SCSI architecture and are handled by the host
application or device drivers without reporting an event. Some events, such as
read and write I/O events and events that are associated with the loss of nodes or
loss of access to backend devices, cause application I/O to fail. To help
troubleshoot these events, SCSI commands are returned with the Check Condition
status and a 32-bit event identifier is included with the sense information. The
identifier relates to a specific event in the event log.

If the host application or device driver captures and stores this information, you
can relate the application failure to the event log.

able 69| describes the SCSI status and codes that are returned by the nodes.

Table 69. SCSI status

Status Code Description

Good 00h The command was successful.

Check condition 02h The command failed and sense data is available.

Condition met 04h N/A

Busy 08h An Auto-Contingent Allegiance condition exists
and the command specified NACA=0.

Intermediate 10h N/A

Intermediate - condition | 14h N/A

met

Reservation conflict 18h Returned as specified in SPC2 and SAM-2 where
a reserve or persistent reserve condition exists.

Task set full 28h The initiator has at least one task queued for that
LUN on this port.

ACA active 30h This code is reported as specified in SAM-2.
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Table 69. SCSI status (continued)

Status

Code Description

Task aborted

40h

This code is returned if TAS is set in the control
mode page 0Ch. The node has a default setting of
TAS=0, which cannot be changed; therefore, the
node does not report this status.

SCSI sense

Nodes notify the hosts of events on SCSI commands. [Table 70| defines the SCSI
sense keys, codes, and qualifiers that are returned by the nodes.

Table 70. SCSI sense keys, codes, and qualifiers

Key |Code

Qualifier

Definition

Description

2h 04h

01h

Not Ready. The logical
unit is in the process of
becoming ready.

The node lost sight of the system
and cannot perform I/0O
operations. The additional sense
does not have additional
information.

2h 04h

0Ch

Not Ready. The target port
is in the state of
unavailable.

The following conditions are
possible:

* The node lost sight of the
system and cannot perform
I/0O operations. The additional
sense does not have additional
information.

* The node is in contact with
the system but cannot perform
I/0O operations to the
specified logical unit because
of either a loss of connectivity
to the backend controller or
some algorithmic problem.
This sense is returned for
offline volumes.

3h 00h

00h

Medium event

This is only returned for read or
write I/Os. The I/O suffered an
event at a specific LBA within its
scope. The location of the event
is reported within the sense
data. The additional sense also
includes a reason code that
relates the event to the
corresponding event log entry.
For example, a RAID controller
event or a migrated medium
event.
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Table 70. SCSI sense keys, codes, and qualifiers (continued)

Key |Code Qualifier |Definition Description

4h 08h 00h Hardware event. A The I/0 suffered an event that is
command to logical unit associated with an I/0 event
communication failure has | that is returned by a RAID
occurred. controller. The additional sense
includes a reason code that
points to the sense data that is
returned by the controller. This
is only returned for I/0O type
commands. This event is also
returned from FlashCopy target
volumes in the prepared and
preparing state.

5h 25h 00h Illegal request. The logical | The logical unit does not exist or
unit is not supported. is not mapped to the sender of
the command.

Reason codes

The reason code appears in bytes 20-23 of the sense data. The reason code provides
the node with a specific log entry. The field is a 32-bit unsigned number that is
presented with the most significant byte first. lists the reason codes and
their definitions.

If the reason code is not listed in [Table 71} the code refers to a specific event in the
event log that corresponds to the sequence number of the relevant event log entry.

Table 71. Reason codes

Reason code

(decimal) Description

40 The resource is part of a stopped FlashCopy mapping.

50 The resource is part of a Metro Mirror or Global Mirror relationship
and the secondary LUN in the offline.

51 The resource is part of a Metro Mirror or Global Mirror and the
secondary LUN is read only.

60 The node is offline.

71 The resource is not bound to any domain.

72 The resource is bound to a domain that was recreated.

73 Running on a node that is contracted out for some reason that is
not attributable to any path that is going offline.

80 Wait for the repair to complete, or delete the volume.

81 Wait for the validation to complete, or delete the volume.

82 An offline thin-provisioned volume that caused data to be pinned

in the directory cache. Adequate performance cannot be achieved
for other thin-provisioned volumes, so they are taken offline.

85 The volume that is taken offline because checkpointing to the
quorum disk failed.

86 The repairvdiskcopy -medium command that created a virtual
medium error where the copies differed.
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Table 71. Reason codes (continued)

Reason code

(decimal) Description

93 An offline RAID-5 or RAID-6 array that caused in-flight-write data
to be pinned. Good performance cannot be achieved for other
arrays and so they are taken offline.

94 An array MDisk that is part of the volume that is taken offline
because checkpointing to the quorum disk failed.

95 This reason code is used in MDisk bad block dump files to indicate
that the data loss was caused by having to resync parity with
rebuilding strips or some other RAID algorithm reason due to
multiple failures.

96 A RAID-6 array MDisk that is part of the volume that is taken
offline because an internal metadata table is full.

Object types

You can use the object code to determine the type of the object the event is logged

against.

lists the object codes and corresponding object types.

Table 72. Object types

Object code Object type

1 mdisk

2 mdiskgrp

3 volume

4 node

5 host

7 iogroup

8 fegrp

9 rcgrp

10 fcmap

11 rcmap

12 wwpn

13 cluster (system)
16 device

17 SCSI lun

18 quorum

34 Fibre Channel adapter
38 volume copy
39 Syslog server
40 SNMP server
41 Email server
42 User group

44 Cluster (management) IP
46 SAS adapter
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Error event IDs and error codes

Error codes describe a service procedure that must be followed. Each event ID that
requires service has an associated error code.

Note: Service procedures that involve field-replaceable units (FRUs) do not apply
to the IBM Spectrum Virtualize product, which is software based. For information
about possible user actions that relate to FRU replacements, refer to your hardware
manufacturer's documentation.

Error codes can be either notification type E (error) or notification type W
(warning). lists the event IDs that have corresponding error codes, and
shows the error code, the notification type, and the condition for each event. For a
list of informational events, which do not have associated error codes, see
[‘Informational events” on page 139

The 07nnnn event ID range refers to node errors that were logged by the system.
The last 3 digits represent the error that was reported by the node. You can find
these codes in the list of error codes at the end of this topic.

Table 73. Error event IDs and error codes

Notification
Event ID |type Condition Error code
009020 E A system recovery has run. All configuration | 1001
commands are blocked.
009040 E The error event log is full. 1002
009052 W The following causes are possible: 1196
* The node is missing.
* The node is no longer a functional
member of the system.
009053 E A node has been missing for 30 minutes. 1195
009054 w Node has been shut down. 1707
009100 w The software install process has failed. 2010
009101 W Software install package cannot be delivered |2010
to all nodes.
009110 Software install process stalled due to lack of | 2010
redundancy
009115 Software downgrade process stalled due to | 2008
lack of redundancy
009150 w Unable to connect to the SMTP (email) 2600
server.
009151 W Unable to send mail through the SMTP 2601
(email) server.
009170 W Remote Copy feature capacity is not set. 3030
009171 W The FlashCopy feature capacity is not set. 3031
009172 W The Virtualization feature has exceeded the |3032
amount that is licensed.
009173 w The FlashCopy feature has exceeded the 3032
amount that is licensed.
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Table 73. Error event IDs and error codes (continued)

Notification

Event ID |type Condition Error code

009174 w Remote Copy feature license limit exceeded. |3032

009175 4 Thin-provisioned volume usage not licensed. | 3033

009176 w The value set for the virtualization feature 3029
capacity is not valid.

009177 E A physical disk FlashCopy feature license is |3035
required.

009178 E A physical disk Metro Mirror and Global 3036
Mirror feature license is required.

009179 A virtualization feature license is required.  [3025

009180 E Automatic recovery of offline node failed. 1194

009181 w Unable to send email to any of the 3081
configured email servers.

009182 w The external virtualization feature license 3032
limit was exceeded.

009183 W Unable to connect to LDAP server. 2251

009184 4 The LDAP configuration is not valid. 2250

009185 E The limit for the compression feature license |3032
was exceeded.

009186 E The limit for the compression feature license |3032
was exceeded.

009187 E Unable to connect to LDAP server that has | 2256
been automatically configured.

009188 E Invalid LDAP configuration for 2255
automatically configured server.

009189 W A licensable feature's trial-timer has reached |3082
0. The feature has now been deactivated.

009190 w A trial of a licensable feature will expire in 5 [3083
days.

009191 w A trial of a licensable feature will expire in 3084
10 days.

009192 w A trial of a licensable feature will expire in | 3085
15 days.

009193 W A trial of a licensable feature will expire in | 3086
45 days.

009194 W Easy Tier feature license limit exceeded. 3032

009195 w FlashCopy feature license limit exceeded. 3032

009196 \W External virtualization feature license limit | 3032
exceeded.

009197 w Remote copy feature license limit exceeded. |3032

009198 W System update completion is required. 2050

009199 w System update completion has stalled. 2012

009200 W Encryption feature license limit exceeded 3032

009201 w The quorum application is out of date and

needs to be redeployed.
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID type Condition Error code

009202 W System SSL certificate will expire within the |3130
next 30 days.

009203 W System SSL certificate has expired. 2258

009205 W No active quorum device found on this 3124
cluster.

010002 E The node ran out of base event sources. As a | 2030
result, the node has stopped and exited the
system.

010003 W The number of device logins has reduced. 1630

010004 W Device excluded due to excessive errors on | 1640
all Managed Disks

010006 E Access beyond end of disk, or Managed 2030
Disk missing.

010008 E The block size is invalid, the capacity or 1660
LUN identity has changed during the
managed disk initialization.

010010 E The managed disk is excluded because of 1310
excessive errors.

010011 E The remote port is excluded for a managed |1220
disk and node.

010012 E The local port is excluded. 1210

010013 E The login is excluded. 1230

010015 E Timeout due to non-responsive device 1340

010016 E Timeout due to lost command 1340

010017 E A timeout has occurred as a result of 1340
excessive processing time.

010018 E An error recovery procedure has occurred. 1370

010019 E A managed disk is reporting excessive 1310
errors.

010020 E The managed disk error count threshold has |1310
exceeded.

010021 ' There are too many devices presented to the |1200
system.

010022 W There are too many managed disks 1200
presented to the system.

010023 W There are too many LUNs presented to a 1200
node.

010024 W There are too many drives presented to a 1200
system.

010025 ' A disk I/O medium error has occurred. 1320

010026 W A suitable MDisk or drive for use as a 1330
quorum disk was not found.

010027 Y The quorum disk is not available. 1335

010028 W A controller configuration is not supported. |1625

010029 E A login transport fault has occurred. 1360
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Table 73. Error event IDs and error codes (continued)

Event ID

Notification|
type

Condition

Error code

010030

E

A managed disk error recovery procedure
(ERP) has occurred. The node or controller
reported the following:

* Sense
* Key
* Code

* Qualifier

1370

010031

One or more MDisks on a controller are
degraded.

1623

010032

The controller configuration limits failover.

1625

010033

The controller configuration uses the RDAC
mode; this is not supported.

1624

010034

Persistent unsupported controller
configuration.

1695

010035

Controller has quorum disabled, but quorum
disk is configured

1570

010040

The controller system device is only
connected to the node through a single
initiator port.

1627

010041

The controller system device is only
connected to the node through a single
target port.

1627

010042

The controller system device is only
connected to the nodes through a single
target port.

1627

010043

The controller system device is only
connected to the nodes through half of the
expected target ports.

1627

010044

The controller system device has
disconnected all target ports to the nodes.

1627

010045

Number of Device paths from the controller
site allowed accessible nodes has reduced

1630

010051

A Solid state drive is missing from the
configuration

1202

010055

An unrecognized SAS device.

1665

010056

SAS error counts exceeded the warning
thresholds.

1216

010057

SAS errors exceeded critical thresholds.

1216

010066

Controller indicates that it does not support
descriptor sense for LUNs that are greater
than 2 TBs.

1625

010067

Too many enclosures were presented to a
system.

1200

010070

Too many controller target ports were
presented to the system.

1200

010071

Too many target ports were presented to the
system from a single controller.

1200

Chapter 7. Diagnosing problems

151



152

Table 73. Error event IDs and error codes (continued)

Notification
Event ID |type Condition Error code
010098 W There are too many drives presented to a 1200
system.
010100 W Incorrect connection detected to a port. 1669
010101 E Too many long IOs to drive. 1215
010102 A drive is reported as continuously slow 1215
with contributory factors.
010103 E Too many long IOs to drive (Mercury 1215
drives).
010104 E A drive is reported as continuously slow 1215
with contributory factors (Mercury drives).
010105 W Storage system connected to unsupported 2080
port
010106 E Drive reporting too many t10dif errors. 1680
010107 w Encrypting MDisk is no longer encrypted 2580
010110 W Drive firmware download canceled because |3090
of system changes.
010111 4 Drive firmware download canceled because |3090
of a drive download problem.
010117 w A disk controller is not accessible from a 1627
node allowed to access the device by site
policy
010118 \ Too many drives attached to the system. 1179
010119 4 Drive data integrity error. 1322
010120 w A member drive has been forced to turn off |2035
protection information support.
010121 E Drive exchange required. 1693
010123 W Performance of external MDisk has changed. |2115
010124 w iSCSI session excluded. 1230
010125 W A Flash drive is expected to fail within six “1215” on pa,
months due to limited write endurance. 235
010126 \ A Flash drive with high write endurance “2560” on pa
usage rate. 263
020001 E There are too many medium errors on the 1610
MDisk.
020002 E A storage pool is offline. 1620
020003 W There are insufficient virtual extents. 2030
020008 E Storage optimization services disabled. 3023
029001 E The MDisk has bad blocks. 1840
029002 W The system failed to create a bad block 1226
because MDisk already has the maximum
number of allowed bad blocks.
029003 W The system failed to create a bad block 1225
because the system already has the
maximum number of allowed bad blocks.
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Table 73. Error event IDs and error codes (continued)

Notification

Event ID |type Condition Error code

030000 w FlashCopy prepare failed due to cache flush |1900
failure.

030010 W FlashCopy has been stopped due to the error | 1910
indicated in the data.

030020 W Unrecovered FlashCopy mappings. 1895

045102 w SAS cable is not working at full capacity 1260

045103 E An attempt to automatically configure a 1686
reseated or replaced drive has failed.

045104 w Drives are single ported due to a spare node | 3200

045105 E Enclosure secondary expander module has  |[“1267” on pa
failed 236

045106 E Enclosure secondary expander module FRU |[“1266” on pa
identity is not valid 236

045107 E Enclosure secondary expander module "1267” on pa
temperature sensor cannot be read 236

045108 E Enclosure secondary expander module “1098” on pa,
temperature has passed warning threshold |[222

045109 E Enclosure secondary expander module “1095” on pa
temperature has passed critical threshold 220

045110 E Enclosure display panel is not installed 1268” on pa,

23

045111 E Enclosure display panel temperature sensor |[“1268” on pa
cannot be read 23

045112 E Enclosure display panel temperature has “1098” on pa,
passed warning threshold 222

045113 E Enclosure display panel temperature has “1095” on pa
passed critical threshold 220

045114 E Enclosure secondary expander module 1267 on pa,
connector excluded due to too many change |[236
events

045119 E Enclosure display panel VPD cannot be read |[“1268” on pa

23

045120 E Enclosure secondary expander module is 1267 on pa,
missing 236,

045121 E Enclosure secondary expander module 1267 on pa,
connector excluded due to dropped frames |[236

045122 E Enclosure secondary expander module “1267” on pa
connector is excluded and cannot be 236
unexcluded

045123 E Enclosure secondary expander module “1267” on pa
connectors excluded as the cause of single 236
ported drives

045124 E Enclosure secondary expander module leaf |[“1267” on pa
expander connector excluded as the cause of |[236
single ported drives

050001 w The Metro Mirror or Global Mirror 1700

relationship cannot be recovered.
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Table 73. Error event IDs and error codes (continued)

Event ID

Notification|

type

Condition

Error code

050002

W

A Metro Mirror or Global Mirror
relationship or consistency group exists
within a system, but its partnership has been
deleted.

3080

050010

A Global Mirror relationship has stopped
because of a persistent I/O error.

1920

050011

A remote copy has stopped because of a
persistent 1/O error.

1915

050020

Remote Copy relationship or consistency
groups lost synchronization.

1720

050030

There are too many system partnerships. The
number of partnerships has been reduced.

1710

050031

There are too many system partnerships. The
system has been excluded.

1710

050040

=

Background copy process for the remote
copy was blocked.

1960

050041

Partner cluster IP address unreachable

2021

050042

Cannot authenticate with partner cluster.

2022

050043

Unexpected cluster ID for partner cluster

2023

050050

mIZIE|=E

The Global Mirror secondary volume is
offline. The relationship has pinned
hardened write data for this volume.

1925

050060

esl

The Global Mirror secondary volume is
offline due to missing I/O group partner
node. The relationship has pinned hardened
write data for this volume but the node
containing the required data is currently
offline.

1730

050070

Global Mirror performance is likely to be
impacted. A large amount of pinned data for
the offline volumes has reduced the resource
available to the global mirror secondary
disks.

1925

050080

HyperSwap volume has lost synchronization
between sites.

1940

050081

HyperSwap consistency group has lost
synchronization between sites.

1940

050082

Compression has stopped unexpectedly

3131

060001

A thin-provisioned volume copy is offline
because of insufficient space.

1865

060002

A thin-provisioned volume copy is offline
because of corrupt metadata.

1862

060003

A thin-provisioned volume copy is offline
because of a failed repair.

1860

060004

A compressed volume copy is offline
because of insufficient space.

1865
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID type Condition Error code

060005 E A compressed volume copy is offline 1862
because of corrupt metadata.

060006 E A compressed volume copy is offline 1860
because of a failed repair.

060007 E A compressed volume copy has bad blocks. |[1850

062001 W System is unable to mirror medium error. 1950

062002 E Mirrored volume is offline because it cannot | 1870
synchronize data.

062003 w Repair of a mirrored volume stopped 1600
because of difference.

064001 W A host port has more than four logins to a 2016
node

070000 E Unrecognized node error. 1083

070510 E Detected memory size does not match the 1022
expected memory size.

070511 DIMMs are incorrectly installed. 1009

070517 The WWNN that is stored on the service 1192
controller and the WWNN that is stored on
the drive do not match.

070521 Unable to detect any Fibre Channel adapter. |1016

070522 The system board processor has failed. 1020

070523 The internal disk file system of the node is 1187
damaged.

070524 Unable to update BIOS settings. 1027

070525 Unable to update the service processor 1020
firmware for the system board.

070528 E The ambient temperature is too high while 1182
the system is starting.

070534 System board fault 1026

070536 A system board device breached critical 1084
temperature threshold.

070538 E A PCI Riser breached critical temperature 1085
threshold.

070541 Multiple hardware failures 1184

070542 A processor has failed. 1024

070543 No usable persistent data could be found on |1035
the boot drives.

070544 E The boot drives do not belong in this node. |1035

070545 E Boot drive and system board mismatch. 1035

070547 E Pluggable TPM is missing or broken 1051

070550 \ Cannot form system due to lack of 1192
resources.

070551 W Cannot form cluster due to lack of cluster 1192

resources, overridequorum possible
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Table 73. Error event IDs and error codes (continued)

Notification
Event ID |type Condition Error code
070556 E Duplicate WWNN detected on the SAN. 1192
070558 E A node is unable to communicate with other | 1192
nodes.
070560 Battery cabling fault. 1108
070561 Battery backplane or cabling fault. 1109
070562 E The node hardware does not meet minimum | 1183
requirements.
070564 E Too many software failures. 1188
070565 E The internal drive of the node is failing. 1030
070569 E CPU temperature breached critical threshold. | 1093
070572 E Battery protection temporarily unavailable; |1473
both batteries are expected to be available
soon.
070573 E Node software inconsistent 1192
070574 E The node software is damaged. 1187
070576 E The system data cannot be read. 1030
070578 E The system data was not saved when power | 1194
was lost.
070579 E Battery subsystem has insufficient charge to |1107
save system data.
070580 E Unable to read the service controller ID. 1044
070581 E UPS battery fault 1181
070582 E UPS battery fault 1181
070583 E UPS electronics fault 1171
070584 E UPS output load high 1166
070585 E UPS electronics fault 1171
070586 E UPS AC input power fault 1141
070587 E Incorrect type of uninterruptible power 1152
supply detected.
070588 E UPS configuration error 1151
070589 E UPS ambient temperature threshold 1136
exceeded
070590 E UPS fault 1186
070670 W Insufficient uninterruptible power supply 1193
charge to allow node to start.
070690 w Node held in service state. 1189
070700 4 Fibre Channel adapter missing 1045
070701 E Fibre Channel adapter failed 1046
070702 E Fibre Channel adapter PCI error 1046
070703 E Fibre Channel adapter degraded 1046
070704 W Fewer Fibre Channel ports operational. 1060
070705 W Fewer Fibre Channel I/O ports operational. |1450
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID |type Condition Error code
070706 w Fibre Channel clustered system path failure. |1550
070710 A high speed SAS adapter is missing 1120
070711 E SAS adapter failed 1046
070712 E SAS adapter PCI error 1046
070713 E SAS adapter degraded 1046
070715 \ Fewer SAS ports operational 1046
070717 w SAS ports degraded 1046
070718 \W SASA port has unsupported SAS device 1046
070720 W Ethernet adapter missing 1045
070721 E Ethernet adapter failed 1046
070722 E Ethernet adapter PCI error 1046
070723 E Ethernet adapter degraded 1046
070724 W Fewer Ethernet ports 1046
070730 Bus adapter missing 1192
070731 Bus adapter failed 1192
070732 Bus adapter PCI error 1192
070733 Bus adapter degraded 1192
070734 Fewer bus ports operational 1006
070736 E A system board device breached warning 1084

temperature threshold.
070737 E A power supply breached temperature 1212

threshold.
070738 E A PCI Riser breached warning temperature |1085

threshold.
070743 E Boot drive missing or out of sync or failed. |1213
070744 \ A boot drive is in the wrong location. 1214
070745 W Boot drive in unsupported slot. 1472
070746 4 Technician port connection is not valid. 3024
070747 w Technician connected. 747
070760 E Voltage fault 1110
070761 E Voltage high 1100
070762 E Voltage low 1105
070765 E Fan error 1089
070766 E CMOS battery has failed. 1670
070768 4 Ambient temperature warning 1094
070769 W CPU temperature warning 1093
070770 W Shutdown temperature reached 1092
070775 E Power supply has a problem. 1097
070776 W Power supply mains cable is unplugged. 1097
070777 E Power supply is missing. 1097
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Table 73. Error event IDs and error codes (continued)

Notification|
Event ID type Condition Error code
070779 ' Battery is missing. 1129
070780 E Battery has failed. 1130
070781 W Battery is below the minimum operating 1476
temperature.
070782 \ Battery is above the maximum operating 1475
temperature.
070783 E Battery has a communications error. 1109
070784 ' Battery is nearing end of life. 1474
070786 E Battery VPD has a checksum error. 1130
070787 E Battery is at a hardware revision level not 1473
supported by the current code level.
070830 W Encryption key required 1328
070831 W Encryption key invalid 2555
070832 W Encryption key not found 2555
070833 W USB device (such as hub) unsupported 2555
070836 Y Encryption key required 1328
070840 W Detected hardware is not a valid 1198
configuration.
070841 W Detected hardware needs activation. 1199
070842 \ Fibre Channel IO port mapping failed 1059
070860 W Fibre-channel network fabric is too big. 1800
071500 Y Incorrect enclosure 1021
071501 E Incorrect slot 1192
071502 E No enclosure id and cannot get status from | 1192
partner
071503 E Incorrect enclosure type 1192
071504 E No enclosure id & partner matches 1192
071505 No enclosure id and partner has cluster data | 1192
does not match
071506 E No enclosure id and no cluster state on 1192
partner
071507 E No enclosure id and no cluster state 1192
071508 W Cluster id different between enclosure and 1023
node
071509 E Cannot read enclosure identity 1036
071510 E The detected memory size does not match 1032
the expected memory size
071522 E The system board processor has failed. 1034
071523 E Internal disk file system is damaged 1187
071524 E Unable to update BIOS settings 1034
071525 E Unable to update system board service 1034
processor firmware
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Table 73. Error event IDs and error codes (continued)

Notification|
Event ID type Condition Error code
071528 W Ambient temperature too high while system |1092
starting
071535 E Canister internal PCle switch failed 1034
071541 E Multiple hardware failures 1184
071547 E Pluggable TPM is missing or broken 1051
071550 W Cannot form cluster due to lack of cluster 1192
resources
071551 W Cannot form cluster due to lack of cluster 1192
resources, overridequorum possible
071556 W Duplicate WWNN detected on SAN 1133
071562 E The node's hardware configuration does not |1034
meet minimum requirements
071564 W Too many software failures 1188
071565 E The node's internal drive is failing. 1032
071569 E CPU over temp. 1032
071573 E Node software inconsistent 1187
071574 E Node software is damaged 1187
071576 E Cluster state and configuration data cannot |1032
be read
071578 E State data was not saved on power loss 1194
071671 W The available battery charge is not enough to | 1176
allow the node canister to start . Two
batteries are charging.
071672 W The available battery charge is not enough to | 1176
allow the node canister to start . One battery
is charging.
071673 E The available battery charge is not enough to | 1004
allow the node canister to start . No batteries
are charging.
071690 W Node held in service state 1189
071700 w Fibre Channel adapter missing 1032
071701 E Fibre Channel adapter failed 1032
071702 E Fibre Channel adapter PCI error 1034
071703 E Fibre Channel adapter degraded 1034
071704 W Fewer Fibre Channel ports operational. 1061
071705 W Fewer Fibre Channel I/O ports operational. |1450
071706 W Fibre Channel clustered system path failure. |1550
071710 W SAS adapter missing 1032
071711 E SAS adapter failed 1032
071712 E SAS adapter PCI error 1034
071713 E SAS adapter degraded 1034
071715 4 Fewer SAS ports operational 1034
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Table 73. Error event IDs and error codes (continued)

Notification
Event ID |type Condition Error code
071717 W SAS ports degraded 1034
071718 \W SASA port has unsupported SAS device 1034
071720 W Ethernet adapter missing 1032
071721 E Ethernet adapter failed 1032
071722 E Ethernet adapter PCI error 1034
071723 E Ethernet adapter degraded 1034
071724 W Fewer Ethernet ports 1401
071730 \ Bus adapter missing 1032
071731 E Bus adapter failed 1032
071732 E Bus adapter PCI error 1034
071733 E Bus adapter degraded 1034
071734 \ Fewer bus ports operational 1006
071747 W Technician connected. 747
071766 E CMOS error 1670
071768 4 Ambient temperature warning 1094
071769 W CPU temperature warning 1093
071781 W Battery cold 1156
071782 W Battery hot 1157
071786 E Battery VPD checksum 1154
071830 w Encryption key required 1328
071831 4 Encryption key invalid 2555
071832 w Encryption key not found 2555
071833 4 USB device (such as hub) unsupported 2555
071836 w Encryption key required 1328
071850 W Canister battery is nearing end of life 1159
072005 E CMOS battery has a failure. 1670
072007 E CMOS battery has a failure. 1670
072008 E CMOS battery has a failure. 1032
072101 System board has more or fewer processors |1025
detected.
072102 System board has more or fewer processors |1025
detected.
072103 System board has more or lesss processors  |1032
detected.
072500 4 Incorrect enclosure 1021
072501 E Incorrect slot 1192
072502 E No enclosure id and cannot get status from | 1192
partner
072503 Incorrect enclosure type 1192
072504 No enclosure id & partner matches 1192
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID type Condition Error code

072505 E No enclosure id and partner has cluster data | 1192
that does not match

072506 E No enclosure id and no cluster state on 1192
partner

072507 E No enclosure id and no cluster state 1192

072508 W Cluster id different between enclosure and 1023
node

072509 E Cannot read enclosure identity 1036

072510 E The detected memory size does not match 1032
the expected memory size

072522 The system board processor has failed 1033

072523 Internal disk file system is damaged 1187

072525 E Unable to update system board service 1034
processor firmware

072535 Canister internal PCle switch failed 1192

072541 E Multiple hardware failures 1184

072550 1%\ Cannot form cluster due to lack of cluster 1192
resources

072551 Y Cannot form cluster due to lack of cluster 1192
resources, overridequorum possible

072556 Duplicate WWNN detected on SAN 1133

072562 E The node's hardware configuration does not |1034
meet minimum requirements

072564 E Too many software failures 1188

072565 E The node's internal drive is failing. 1032

072569 E CPU over temp. 1032

072573 E Node software inconsistent 1187

072574 E Node software is damaged 1187

072576 E Cluster state and configuration data cannot | 1032
be read

072578 E State data was not saved on power loss 1194

072650 W The canister battery is not supported. 1149

072651 W The canister battery is missing. 1153

072652 E The canister battery has failed. 1154

072655 E Canister battery communications error 1158

072656 W Canister battery has insufficient charge to 1197
support a firehose dump

072690 W Node held in service state 1189

072700 w Fibre Channel adapter missing 1045

072701 E Fibre Channel adapter failed 1046

072702 E Fibre Channel adapter PCI error 1046

072703 E Fibre Channel adapter degraded 1046
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID |type Condition Error code
072704 W Fewer Fibre Channel ports operational. 1062
072705 \ Fewer Fibre Channel I/O ports operational. |1450
072706 W Fibre Channel clustered system path failure. |1550
072710 W SAS adapter missing 1045
072711 E SAS adapter failed 1046
072712 E SAS adapter PCI error 1046
072713 E SAS adapter degraded 1046
072715 \ Fewer SAS ports operational 1046
072717 W SAS ports degraded 1046
072718 \W SASA port has unsupported SAS device 1046
072720 W Ethernet adapter missing 1045
072721 E Ethernet adapter failed 1046
072722 E Ethernet adapter PCI error 1046
072723 E Ethernet adapter degraded 1046
072724 W Fewer Ethernet ports 1402
072730 W Bus adapter missing 1032
072731 E Bus adapter failed 1032
072732 E Bus adapter PCI error 1032
072733 E Bus adapter degraded 1032
072734 w Fewer bus ports operational 1006
072766 E CMOS error 1670
072840 w A hardware change was made that is not 1198

supported by software. User action is

required to repair the hardware or update

the software.
072841 W A supported hardware change was made to | 1199

this node. User action is required to activate

the new hardware.
072850 \ Canister battery is nearing end of life 1159
072860 w Fibre-channel network fabric is too big. 1800
073003 \ The Fibre Channel ports are not operational. |1060
073004 E Fibre Channel adapter detected PCI bus 1012

error.
073005 E System path has a failure. 1550
073006 The SAN is not correctly zoned. As a result, |1800

more than 512 ports on the SAN have

logged into one SAN Volume Controller

port.
073251 E More or less Fibre Channel adapters are 1011

detected.
073252 E Fibre Channel adapter is faulty. 1055
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Table 73. Error event IDs and error codes (continued)

Notification

Event ID |type Condition Error code

073258 E Fibre Channel adapter has detected PCI bus |1013
error.

073261 E More or less Fibre Channel adapters are 1011
detected.

073262 Fibre Channel adapter is faulty. 1055

073268 Fibre Channel adapter has detected PCI bus |1013
error.

073271 E More or less Fibre Channel adapters are 1011
detected.

073272 Fibre Channel adapter is faulty. 1055

073278 E Fibre Channel adapter has detected PCI bus |1013
error.

073305 W Fibre Channel speed has changed. 1065

073310 E Duplicate Fibre Channel frame is detected. |1203

073402 E The Fibre Channel adapter has a failure. 1032

073404 E Fibre Channel adapter has detected PCI bus |1032
error.

073500 W Incorrect enclosure 1021

073512 E Enclosure VPD is inconsistent. 1008

073522 E The system board service processor has 1034
failed.

073524 E Unable to update BIOS settings 1034

073528 E Ambient temperature is too high during 1098
system startup.

073541 E Multiple hardware failures 1184

073551 \ Cannot form cluster due to lack of cluster 1192
resources, overridequorum possible

073564 w Too many software failures 1188

073569 E CPU over temp. 1032

073576 E Cluster state and configuration data cannot |1032
be read

073650 w The canister battery is not supported. 1149

073690 w Node held in service state 1189

073715 W Fewer SAS ports operational 1046

073717 \ SAS ports degraded 1046

073718 W SASA port has unsupported SAS device 1669

073766 E CMOS error 1670

073820 W The node canister has detected that it has a | 3020
hardware type that is not compatible with
the control enclosure MTM

073830 W Encryption key required 1328

073831 \ Encryption key invalid 2555

073832 W Encryption key not found 2555
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Table 73. Error event IDs and error codes (continued)

Notification|
Event ID type Condition Error code
073833 W USB device (such as hub) unsupported 2555
073836 Y Encryption key required 1328
073850 Y Canister battery is nearing end of life 1159
074001 Y System is unable to determine VPD for a 2040
FRU.
074002 E The node warm started after a software 2030
error.
074003 W A connection to a configured remote system |1715
has been lost because of a connectivity
problem.
074004 W A connection to a configured remote system |1716
has been lost because of too many minor
errors.
074500 Y Incorrect enclosure 1021
074501 E Incorrect slot 1192
074502 No enclosure id and cannot get status from | 1192
partner
074503 E Incorrect enclosure type 1192
074504 No enclosure id & partner matches 1192
074505 No enclosure id and partner has cluster data | 1192
that does not match
074506 E No enclosure id and no cluster state on 1192
partner
074507 E No enclosure id and no cluster state 1192
074508 W Cluster id different between enclosure and 1023
node
074509 E Cannot read enclosure identity 1043
074510 E The detected memory size does not match 1039
the expected memory size
074512 E Enclosure VPD is inconsistent 1029
074521 E Unable to detect any fibre-channel adapter | 1192
074522 E The system board processor has failed 1088
074523 E Internal disk file system is damaged 1187
074524 E Unable to update BIOS settings 1034
074525 E Unable to update system board service 1192
processor firmware
074528 W Ambient temperature too high while system |1087
starting
074534 E System board fault 1039
074535 E Canister internal PCle switch failed 1034
074536 E A device on the system board is too hot 1192
074538 E PCI Riser too hot 1192
074541 E Multiple hardware failures 1184
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID |type Condition Error code

074550 w Cannot form cluster due to lack of cluster 1192
resources

074551 W Cannot form cluster due to lack of cluster 1192
resources, overridequorum possible

074556 W Duplicate WWNN detected on SAN 1133

074562 E The node's hardware configuration does not |1034
meet minimum requirements

074564 E Too many software failures 1188

074565 E The node's internal drive is failing. 1039

074569 E CPU over temp. 1192

074573 E Node software inconsistent 1192

074574 E Node software is damaged 1187

074576 E Cluster state and configuration data cannot | 1039
be read

074578 E State data was not saved on power loss 1194

074650 \ The canister battery is not supported. 1192

074651 w The canister battery is missing. 1192

074652 E The canister battery has failed. 1192

074653 W The canister battery is below minimum 1192
operating temperature.

074654 4 The canister battery is above maximum 1192
operating temperature.

074655 E Canister battery communications error 1192
074656 W Canister battery has insufficient charge to 1192
support a firehose dump
074657 E Not enough battery to support graceful 1111

shutdown.
074690 4 Node held in service state 1189
074710 W SAS adapter missing 1192
074711 E SAS adapter failed 1192
074712 E SAS adapter PCI error 1192
074713 E SAS adapter degraded 1192
074715 4 Fewer SAS ports operational 1192
074717 w SAS ports degraded 1192
074718 W SASA port has unsupported SAS device 1192
074720 w Ethernet adapter missing 1039
074721 E Ethernet adapter failed 1039
074722 E Ethernet adapter PCI error 1034
074723 E Ethernet adapter degraded 1034
074724 W Fewer Ethernet ports 1401
074730 W Bus adapter missing 1039
074731 E Bus adapter failed 1039
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Table 73. Error event IDs and error codes (continued)

Notification
Event ID |type Condition Error code
074732 E Bus adapter PCI error 1034
074733 E Bus adapter degraded 1034
074734 \ Fewer bus ports operational 1007
074768 W Ambient temperature warning 1099
074830 W Encryption key required 1328
074831 W Encryption key invalid 2555
074832 W Encryption key not found 2555
074833 W USB device (such as hub) unsupported 2555
074840 W A hardware change was made that is not 1198
supported by software. User action is
required to repair the hardware or update
the software.
074841 w A supported hardware change was made to | 1199
this node. User action is required to activate
the new hardware.
075011 E Flash boot device has a failure. 1040
075012 E Flash boot device has recovered. 1040
075015 E Service controller has a read failure. 1044
075021 E Flash boot device has a failure. 1040
075022 E Flash boot device has recovered. 1040
075025 E Service controller has a read failure. 1044
075031 E Flash boot device has a failure. 1040
075032 E Flash boot device has recovered. 1040
075035 E A service controller read failure occurred 1044
076001 E The internal disk for a node has failed. 1030
076002 E The hard disk is full and cannot capture any | 2030
more output.
076401 E One of the two power supply units in the 1096
node has failed.
076402 E One of the two power supply units in the 1096
node cannot be detected.
076403 E One of the two power supply units in the 1097
node is without power.
076501 E A high-speed SAS adapter is missing. 1120
076502 E The PCle lanes on a high-speed SAS adapter |1121
are degraded.
076503 E A PCI bus error occurred on a high-speed 1121
SAS adapter.
076504 E A high-speed SAS adapter requires a PCI 1122
bus reset.
076505 The SAS adapter has an internal fault. 1121
077105 The node service processor indicated a fan | 1089
failure.
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID type Condition Error code

077106 E The node service processor indicated a fan 1089
failure.

077107 E The node service processor indicated a fan | 1089
failure.

077161 E Node ambient temperature threshold has 1094
exceeded.

077162 E The node processor indicated a temperature |1093
warning.

077163 E The node service processor or ambient 1092
critical temperature threshold has exceeded.

077165 E Node ambient temperature threshold has 1094
exceeded.

077166 E Node processor temperature has a warning. |[1093

077167 E Node processor or ambient critical 1092
temperature threshold has exceeded.

077171 E System board voltage is high. 1101

077172 E System board voltage is high. 1101

077173 E System board voltage is high. 1101

077174 E System board voltage is low. 1106

077175 E System board voltage is low. 1106

077176 E System board voltage is low. 1106

077178 E Power management board has a voltage 1110
fault.

077185 E Node ambient temperature threshold has 1094
exceeded.

077186 Temperature warning threshold exceeded 1093

077187 Temperature critical threshold exceeded 1092

077188 E Power management board voltage has a 1110
fault.

078001 E Power domain error. Both nodes in the I/O |1155
group are powered by the same UPS.

079500 W The limit on the number of system secure 2500
shell (SSH) sessions has been reached.

079501 Y Unable to access the Network Time Protocol |2700
(NTP) network time server.

079503 W Unable to connect to NTP server that has 2702
been automatically configured.

079504 W Hardware configurations of nodes differ in | 1470
an I/O group.

079505 W Stretch cluster reconfiguration is required to |1178
restore a dual site configuration

079506 I Technician port connection is not active. 3024

079507 1 Technician port connection is active. 3024

081001 E Ethernet interface has a failure. 1400
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Table 73. Error event IDs and error codes (continued)

Notification

Event ID |type Condition Error code

082001 E A server error has occurred. 2100

082002 \ Service failure has occured. 2100

083001 E System failed to communicate with UPS. 1145

083002 E UPS output loading was unexpectedly high. |1165

083003 E Battery has reached end of life. 1190

083004 E UPS battery has a fault. 1180

083005 E UPS electronics has a fault. 1170

083006 E UPS frame has a fault. 1175

083007 E UPS is overcurrent. 1160

083008 E UPS has a fault but no specific FRU is 1185
identified.

083009 E The UPS has detected an input power fault. |1140

083010 UPS has a cabling error. 1150

083011 E UPS ambient temperature threshold has 1135
exceeded.

083012 UPS ambient temperature is high. 3000

083013 E UPS crossed-cable test is bypassed because |3010
of an internal UPS software error.

083101 E System failed to communicate with UPS. 1146

083102 E UPS output loading was unexpectedly high. |1166

083103 E Battery has reached end of life. 1191

083104 E UPS has a battery fault. 1181

083105 E UPS has an electronics fault. 1171

083107 E UPS is overcurrent. 1161

083108 E UPS has a fault but no specific FRU is 1186
identified.

083109 E The UPS has detected an input power fault. |1141

083110 UPS has a cabling error. 1151

083111 UPS ambient temperature threshold has 1136
exceeded.

083112 E UPS ambient temperature is high. 3001

083113 E UPS crossed-cable test is bypassed because | 3011
of an internal UPS software error.

084000 W An array MDisk has deconfigured members |1689
and has lost redundancy.

084050 W An array MDisk is expected to fail within six |[“3060” on pa
months due to limited write endurance of 26
member drives

084100 E An array MDisk is corrupt because of lost 1240
metadata.

084200 W Array MDisk has taken a spare member that | 1692
does not match array goals.
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID type Condition Error code

084201 W An array has members that are located in a | 1688
different I/O group.

084300 W An array MDisk is no longer protected by an | 1690
appropriate number of suitable spares.

084301 \%\Y No spare protection exists for one or more 1690
array MDisks.

084302 ' Distributed array MDisk has fewer rebuild 1690
areas available than threshold.

084400 W A background scrub process has found an 1691
inconsistency between data and parity on
the array.

084420 W Array MDisk has been forced to disable 2035
hardware data integrity checking on member
drives.

084500 E An array MDisk is offline. The metadata for |1243
the inflight writes is on a missing node.

084600 E An array MDisk is offline. Metadata on the |1243
missing node contains needed state
information.

084700 w Array response time too high. 1750
084701 ' Distributed array MDisk member slow write | 1750
count threshold exceeded.

084800 E Distributed array MDisk offline due to I/O | 1340
timeout.

085047 w Battery reconditioning required but not 1131
possible

085052 E Interface card has degraded PCI link 1039

085055 w External FC data link degraded 1064

085056 W External IB data link degraded 1064

085063 E Canister is missing an interface card 1045

085091 4 External iSCSI port not operational 1403

085092 w Too many ISCSI host logins 1803

085118 W System update halted 2010

085160 W Check the air filter 1820

085161 E Array data compromised 1048

085198 W Too many enclosures visible on fabric 1807

085199 W Enclosure visible on fabric managed by 1706
another system

085200 w Cabling error. Internal cabling connectivity [ 1440
has changed.

085201 W Enclosure connectivity undetermined. 1440
Connectivity to an enclosure can no longer
be determined

085202 W Minimal enclosure connectivity not met. 1705
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Table 73. Error event IDs and error codes (continued)

Notification|
Event ID |type Condition Error code
085203 W Config node cannot communicate with 1034
canister.
085204 W Managed enclosure is not visible from config | 1042
node.
085205 W Canister internal error. 1705
085221 1 Successful write to USB Flash Drive n/a
085222 ' Write failed to USB Flash Drive 1790
086001 E Encryption key unavailable 1739
086002 W Encryption key on USB flash drive removed |2550
086003 W Write to USB Flash Drive failure 1790
086004 1 Write to USB Flash Drive successful n/a
086005 W Encryption not committed 1780
086006 E Key Server reported KMIP error “1785” on pa,
D5
086007 E Key Server reported vendor information “1785” on pa
error 25
086008 E Failed to connect to Key Server “1785” on pa
25
087001 E Cloud gateway service restarted “2031” on pa,
259
087002 E Cloud gateway service restarted too often “1404” on pa
D41
087003 W Cloud account SSL certificate will expire “3140” on pa
within the next 30 days 270
087004 Y Cloud account not available, cannot resolve |[“1580” on pa
hostname 243
087005 \Y Cloud account not available, cannot contact |[“2310” on pa
cloud provider 26
087006 Y Cloud account not available, cannot “2320” on pa
communicate with cloud provider 26
087007 Y Cloud account not available, no matching “2300” on pa
CA certificate 261
087008 Y Cloud account not available, no matching “2300” on pa
CA certificate 261
087009 \Y Cloud account not available, cannot establish |[“3100” on pa
secure connection with cloud provider 268
087010 Y Cloud account not available, cannot “2330” on pa
authenticate with cloud provider 26
087011 Y Cloud account not available, cannot obtain “2330” on page
permission to use cloud storage 262][“2305” o
page 261
087012 Y Cloud account not available, cannot “3100” on pa
complete cloud storage operation 268
087013 Y Cloud account not available, cannot access “2105” on pa
cloud object storage 260
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID |type Condition Error code

087014 Y Cloud account not available, incompatible “3135” on pa
object data format 270

087016 Y Cloud account not available, cloud object 1656 ” on page
storage encrypted 24

087017 Y Cloud account not available, cloud object “1656 ” on page)
storage not encrypted 24

087018 Y Cloud account not available, cloud object “1657” on pa
storage encrypted with the wrong key 248

087019 w No permission to use cloud storage snapshot |[“2305” on pa
operation 261

087020 W Cloud account out of space during cloud “2125” on pa
storage snapshot operation 260

087021 W Cannot create container object to cloud “2305” on pa,
object storage during cloud snapshot 261
operation

087022 W A cloud object could not be found during “3108” on pa
cloud snapshot operation. 268

087023 \ A cloud object was found to be corrupt “3108” on pa,
during cloud snapshot operation. 268

087024 w A cloud object was found to be corrupt “3108” on pa,
during cloud snapshot decompression 268
operation.

087025 w Etag integrity error during cloud snapshot  |[“3108” on pa
operation 268

087026 w Internal Read error during cloud snapshot “2120” on pa
operation 260

087027 4 Unexpected error occurred, cannot complete |[“3108” on pa
cloud snapshot operation 268

087028 W No permission to use cloud snapshot restore |[“2305” on pa
operation 261

087029 w A cloud object could not be found during a |[“3108” on pa
cloud snapshot restore operation 268

087030 w A cloud object was found to be corrupt “3108” on pa
during a cloud snapshot restore operation 268

087031 W A cloud object was found to be corrupt “3108” on pa,
during a cloud snapshot restore 268
decompression operation

087032 W Etag integrity error during cloud snapshot |[“3108” on pa
restore operation 268

087033 W Internal write error during cloud snapshot  |[2120” on pa
operation 260

087034 4 Cannot create bad blocks on a managed disk |[“3108” on pa
during cloud snapshot restore operation. 268

087035 Y Unexpected error occurred, cannot complete |[“3108” on pa
cloud snapshot restore operation 268

087036 W No permission to use cloud snapshot delete |[“2305” on pa
operation 261
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Table 73. Error event IDs and error codes (continued)

Notification|

Event ID type Condition Error code

087037 W A cloud object could not be found during a |[“3108” on pa
cloud snapshot delete operation 268

087038 W A cloud object was found to be corrupt “3108” on pa
during cloud snapshot delete operation 268

087039 W A cloud object was found to be corrupt “3108” on pa
during cloud snapshot delete decompression |[268
operation

087040 W Unexpected error occurred, cannot complete |[“3108” on pa
cloud snapshot delete operation 268

087044 W Cloud account out of space during cloud “2125” on pa
snapshot restore commit operation 260

087045 W Cloud account out of space during cloud “2125” on pa
snapshot delete operation 260

087046 W Transparent Cloud Tiering feature license
limit exceeded.

087048 ' Too many node restarts have occurred, cloud | 3104
backup operations paused

087049 \ Internal FlashCopy error on volume enabled |2118
for cloud snapshots.

088000 An IO port cannot be started 1300

088001 A fibrechannel target port mode transition 1300
was not successful

088002 Y Equivalent fibrechannel ports are reporting | 3220
that they are connected to different fabrics

088003 w A spare node in this cluster is not providing | 1380
additional redundancy

088004 W A spare node could not be automatically 3180
removed from the cluster

Resolving a problem with the SAN Volume Controller
2145-DH8 boot drives

Follow these resolution steps to resolve most problems with boot drives.

Before you begin

The node serial number (also known as the product or machine serial number) is
on the MT-M SN label (Machine Type - Model and Serial Number label) on the
front (left side) of the 2145-DH8 node. The node serial number is written to the
system board and to each of the two boot drives during the manufacturing

process.

When the SAN Volume Controller software starts, it reads the node serial number
from the system board (using the node serial number for the panel name) and
compares it with the node serial numbers stored on the two boot drives.

Specific node errors are produced under the following conditions:
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* Fatal node error 543: When none of the node serial numbers that are stored in
the three locations match. The node serial number from the system board must
match with at least one of the two boot drives for the SAN Volume Controller
software to assume that node serial number is good.

* Fatal node error 545: If the node serial numbers on each boot drive match each
other but are not the same as the node serial number from the system board. In
this case, the node serial number on the system board might be wrong or the
node serial number on the boot drives might be wrong. For example, the system
board changed or the boot drives come from another 2145-DHS8 node.

* Node error 743: If the node serial number cannot be read from one of the two
boot drives because that drive failed, is missing, or is out of sync with the other
boot drive.

* Node error 744: If the node serial number form one of the boot drives identifies
as belonging to a different 2145-DHS8 node. If boot drives were swapped
between drive slots 1 and 2, node error 744 is produced.

* Node error 745: If a boot drive is found in an unsupported slot. Drives slots 3-8
are not supported by version 7.3 SAN Volume Controller software.

About this task

There is an event in the Monitoring > Events panel of the management GUI if the
problem produces node error 743, 744, or 745. Run the fix procedure for that event.
Otherwise, connect to the technician port to use the MT-M SN label on the node to
see the boot drive slot information and determine the problem.

Attention: If a drive slot has Yes in the Active column, the operating system
depends on that drive. Do not remove that drive without first shutting down the
node.

* Do not swap boot drives between slots.
* Each boot drive has a copy of the VPD on the system board.

* Software upgrading is to one boot drive at a time to prevent failures during
CCuU.

Procedure

To resolve a problem with a boot drive, complete the following steps in order:

1. Remove any drive that is in an unsupported slot. Move the drive to the correct
slot if you can.

2. If possible, replace any drive that is shown as missing from a slot. Otherwise,
reseat the drive or replace it with a drive from FRU stock.

3. Move any drive that is in the wrong node back to the correct node.

Note: If the node serial number does not match the node serial number on the

system board, a drive slot has a status of wrong_node. You can ignore this status
if the serial number on the MT-M SN label matches the node serial number on

the drive.

4. Move any drive that is in the wrong slot back to the correct slot.

5. Reseat the drive in any slot that has a status of failed. If the status remains
failed, replace the drive with one from FRU stock.

6. If the drive slot has status out of sync and Yes in the can_sync column, then:
* Use the service assistant GUI to synchronize boot drives, or
* Use the command-line interface (CLI) command satask chbootdrive -sync.
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* If No is displayed in the can_sync column, you must resolve another boot
drive problem first.

Replacing the 2145-DHS8 system board:

7. Replace the SAN Volume Controller 2145-DHS8 system board.
When neither of the boot drives have usable SAN Volume Controller software:

For example, if you replace both of the boot drives from FRU stock at the same
time, neither boot drive has usable SAN Volume Controller software. If the SAN
Volume Controller software is not running, the node status, node fault, battery
status, and battery fault LEDs remain off.

8. If you cannot replace at least one of the original boot drives with a drive that
contains usable SAN Volume Controller software and has a node serial number
that matches the MT-M SN label on the front of the node, contact IBM Remote
Technical support. IBM Remote Technical support can help you install the SAN
Volume Controller software with a bootable USB flash drive .

* Field-based USB installation also repairs the node serial number and WWNN
stored on each boot drive by finding values that are stored on the system
board during manufacturing.

 If the WWNN of this node changed in the past, you must change the
WWNN again after completing the SAN Volume Controller software
installation. For example, if the node replaced a legacy SAN Volume
Controller node, you would have changed the WWNN to that of the legacy
node. You can repeat the change to the WWNN after the SAN Volume
Controller software installation with the service assistant GUI or by
command.

When every copy of the node serial number is lost:

For example, if you replace the system board and both of the boot drives with FRU
stock at the same time, every copy of the node serial number is lost.

9. If you cannot replace one of the original boot drives or the original system
board so that at least one copy of the original node serial number is present,
you cannot repair the node in the field. You must return the node to IBM for
repair.

Results

The status of a drive slot is uninitialized only if the SAN Volume Controller
software might not automatically initialize the FRU drive. This status can happen if
the node serial number on the other boot drive does not match the node serial
number on the system board. If the node serial number on the other boot drive
matches the MT-M SN label on the front that is left of the node, you can rescue the
uninitialized boot drive from the other boot drive safely. Use the service assistant
GUI or the satask recuenode command to rescue the drive.

Determining a hardware boot failure

During the hardware boot, you see progress messages, if the model has a front
panel display. If the model does not have a front panel display, light path LEDs
indicate a hardware boot failure.
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Before you begin

Line 1 of the front panel displays the message Booting that is followed by the boot
code. Line 2 of the display shows a boot progress indicator. If the boot code detects
an error that makes it impossible to continue, Failed is displayed. You can use the

code to isolate the fault.

The following figure shows an example of a hardware boot display.

Failed 120

Figure 59. Example of a boot error code

About this task

If the boot detects a situation where it cannot continue, it fails. The cause might be
that the software on the hard disk drive is missing or damaged. If possible, the
boot sequence loads and starts the SAN Volume Controller software. Any faults
that are detected are reported as a node error.

Perform the following steps to determine a boot failure:

Procedure

1. Check that the placement of the DIMMs is correct. An incorrect DIMM
configuration might prevent the node from booting.

2. Attempt to restore the software by using the node rescue procedure.

3. If node rescue fails, complete the actions that are described for any failing
node-rescue code or procedure.

Boot code reference

Boot codes are displayed on the screen when a node is booting.

The codes indicate the progress of the boot operation. Line 1 of the front panel
displays the message Booting that is followed by the boot code. Line 2 of the
display shows a boot progress indicator. provides a view of the boot
progress display.

Booting

| e—

Figure 60. Example of a boot progress display

Node error code overview

Node error codes describe failures that relate to a specific node. Node rescue codes
are displayed on the front panel display during node rescue. A 2145-DHS8 node
does not have a front panel display and does not have node rescue codes.

Use the service assistant GUI by the Technician port to view node errors on a node
that does not have a front panel display such as a 2145-DHS8 node.
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Because node errors are specific to a node, for example, memory failures, the errors
might be reported only on that node. However, if the node can communicate with
the configuration node, then it is reported in the system event log.

When the node error code indicates that a critical error was detected that prevents
the node from becoming a member of a clustered system, the Node fault LED is on
for the 2145-DHS8 node, or Line 1 of the front panel display contains the message
Node Error.

Line 2 contains either the error code or the error code and additional data. In
errors that involve a node with more than one power supply, the error code is
followed by two numbers. The first number indicates the power supply that has a
problem (either a 1 or a 2). The second number indicates the problem that is
detected.

provides an example of a node error code. This data might exceed the

maximum width of the menu screen. You can press the Right navigation to scroll
the display.

Node Error:

550 000125

Figure 61. Example of a displayed node error code

The additional data is unique for any error code. It provides the necessary
information to isolate the problem in an offline environment. Examples of
additional data are disk serial numbers and field replaceable unit (FRU) location
codes. When these codes are displayed, you can do additional fault isolation by
browsing the default menu to determine the node and Fibre Channel port status.

There are two types of node errors: critical node errors and noncritical node errors.
Critical errors

A critical error means that the node is not able to participate in a clustered system
until the issue that is preventing it from joining a clustered system is resolved. This
error occurs because part of the hardware failed or the system detects that the
software is corrupted. If a node has a critical node error, it is in service state, and
the fault LED on the node is on. The exception is when the node cannot connect to
enough resources to form a clustered system. It shows a critical node error but is
in the starting state. Resolve the errors in priority order. The range of errors that
are reserved for critical errors are 500 - 699.

Noncritical errors

A noncritical error code is logged when a hardware or code failure that is related
to just one specific node. These errors do not stop the node from entering active
state and joining a clustered system. If the node is part of a clustered system, an
alert describes the error condition. The range of errors that are reserved for
noncritical errors are 800 - 899.
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Node rescue codes

To start node rescue, press and hold the left and right buttons on the front panel
during a power-on cycle. The menu screen displays the Node rescue request. See
the node rescue request topic. The hard disk is formatted and, if the format
completes without error, the software image is downloaded from any available
node. During node recovery, Line 1 of the menu screen displays the message
Booting followed by one of the node rescue codes. Line 2 of the menu screen

displays a boot progress indicator. shows an example of a displayed
node rescue code.

Figure 62. Example of a node-rescue error code

The three-digit code that is shown in represents a node rescue code.

Note: The 2145 UPS-1U does not power off following a node rescue failure.

Clustered-system code overview

The error codes for creating a clustered system are displayed on the menu screen
when you are using the front panel to create a new system, but the create
operation fails. Recovery codes for clustered systems indicate that a critical
software error has occurred that might corrupt your system. Error codes for
clustered systems describe errors other than creation and recovery errors. Each
error-code topic includes an error code number, a description, action, and possible
field-replaceable units (FRUs).

Error codes for creating a clustered system

Figure 63| provides an example of a create error code.

Create Failed:

700

Figure 63. Example of a create error code for a clustered system

Line 1 of the menu screen contains the message Create Failed. Line 2 shows the
error code and, where necessary, additional data.

Error codes for recovering a clustered system

You must perform software problem analysis before you can perform further
operations to avoid the possibility of corrupting your configuration.

[Figure 64 on page 178| provides an example of a recovery error code.
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100 « 120

Node Error:

901

Figure 64. Example of a recovery error code

Error codes for clustered systems

Error codes for clustered systems describe errors other than recovery errors.

provides an example of a clustered-system error code.

?ég?ter .'Ef'r'ur* :

svc00433

Figure 65. Example of an error code for a clustered system

Error code range

This topic shows the number range for each message classification.

able 74 lists the number range for each message classification.

Table 74. Message classification number range

system

Message classification Range

Booting codes 100-299

Node errors Node rescue errors 300-399
Log-only node errors 400-499
Critical node errors 500-699
Noncritical node errors 800-899

Error codes when creating | 700, 710

a clustered system

Error codes when 920, 990

recovering a clustered

system

Error codes for a clustered |1001-3081

100

Boot is running

Explanation: The node has started. It is running
diagnostics and loading the runtime code.

User response: Go to the hardware boot MAP to
resolve the problem.

Possible Cause-FRUs or other:
2145-CG8 or 2145-CF8

» Service controller (47%)

* Service controller cable (47%)

* System board assembly (6%)

Explanation: The internal disk drive of the node has

reported an error. The node is unable to start.

User response: Ensure that the boot disk drive and all
related cabling is properly connected, then exchange
the FRU for a new FRU. (See “Possible Cause-FRUs or
other.”)

Possible Cause-FRUs or other:
2145-CF8 or 2145-CG8

120
178

Disk drive hardware error
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* System board (1%)

130 Checking the internal disk file system

Explanation: The file system on the internal disk drive
of the node is being checked for inconsistencies.

User response: If the progress bar has been stopped
for at least five minutes, power off the node and then
power on the node. If the boot process stops again at
this point, run the node rescue procedure.

Possible Cause-FRUs or other:
* None.

132 Updating BIOS settings of the node

Explanation: The system has found that changes are
required to the BIOS settings of the node. These
changes are being made. The node will restart once the
changes are complete.

User response: If the progress bar has stopped for
more than 10 minutes, or if the display has shown
codes 100 and 132 three times or more, go tom
F900: Hardware boot” on page 370| to resolve the
problem.

135 Verifying the software

Explanation: The software packages of the node are
being checked for integrity.

User response: Allow the verification process to
complete.

137 Updating system board service processor
firmware

Explanation: The service processor firmware of the
node is being updated to a new level. This process can
take 90 minutes. Do not restart the node while this is in
progress.

User response: Allow the updating process to
complete.

150 Loading cluster code

Explanation: The SAN Volume Controller code is
being loaded.

User response: If the progress bar has been stopped
for at least 90 seconds, power off the node and then
power on the node. If the boot process stops again at
this point, run the node rescue procedure.

Possible Cause-FRUs or other:
* None.

130 « 170

155 Loading cluster data

Explanation: The saved cluster state and cache data is
being loaded.

User response: If the progress bar has been stopped
for at least 5 minutes, power off the node and then
power on the node. If the boot process stops again at
this point, run the node rescue procedure.

Possible Cause-FRUs or other:
* None.

160 Updating the service controller

Explanation: The firmware on the service controller is
being updated. This can take 30 minutes.

User response: When a node rescue is occurring, if the
progress bar has been stopped for at least 30 minutes,
exchange the FRU for a new FRU. When a node rescue
is not occurring, if the progress bar has been stopped
for at least 15 minutes, exchange the FRU for a new
FRU.

Possible Cause-FRUs or other:

2145-CG8 or 2145-CF8
* Service controller (95%)

* Service controller cable (5%)

All previous 2145 models
* Service Controller (100%)

168 The command cannot be initiated
because authentication credentials for
the current SSH session have expired.

Explanation: Authentication credentials for the current
SSH session have expired, and all authorization for the
current session has been revoked. A system
administrator may have cleared the authentication
cache.

User response: Begin a new SSH session and re-issue
the command.

170 A flash module hardware error has
occurred.

Explanation: A flash module hardware error has
occurred.

User response: Exchange the FRU for a new FRU.
Possible Cause-FRUs or other:

2145-CG8 or 2145-CF8
* Service controller (95%)
* Service controller cable (5%)

All previous 2145 models
* Service controller (100%)

Chapter 7. Diagnosing problems 179



182 « 345

182 Checking uninterruptible power supply

Explanation: The node is checking whether the
uninterruptible power supply is operating correctly.

User response: Allow the checking process to
complete.

232 Checking uninterruptible power supply
connections

Explanation: The node is checking whether the power
and signal cable connections to the uninterruptible
power supply are correct.

User response: Allow the checking process to
complete.

300 The 2145 is running node rescue.
Explanation: The 2145 is running node rescue.

User response: If the progress bar has been stopped
for at least two minutes, exchange the FRU for a new
FRU.

Possible Cause-FRUs or other:
2145-CG8 or 2145-CF8

* Service controller (95%)
* Service controller cable (5%)

* Service controller (100%)

310 The 2145 is running a format operation.
Explanation: The 2145 is running a format operation.

User response: If the progress bar has been stopped
for two minutes, exchange the FRU for a new FRU.

Possible Cause-FRUs or other:

2145-CG8 or 2145-CF8

* Disk drive (50%)

» Disk controller (30%)

* Disk backplane (10%)

* Disk signal cable (8%)

* Disk power cable (1%)

* System board (1%)

¢ Disk drive assembly (90%)
¢ Disk cable assembly (10%)

320 A 2145 format operation has failed.
Explanation: A 2145 format operation has failed.
User response: Exchange the FRU for a new FRU.
Possible Cause-FRUs or other:

2145-CG8 or 2145-CF8
* Disk drive (50%)
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» Disk controller (30%)

* Disk backplane (10%)

* Disk signal cable (8%)

* Disk power cable (1%)

* System board (1%)

¢ Disk drive assembly (90%)
* Disk cable assembly (10%)

330 The 2145 is partitioning its disk drive.
Explanation: The 2145 is partitioning its disk drive.

User response: If the progress bar has been stopped
for two minutes, exchange the FRU for a new FRU.

Possible Cause-FRUs or other:

2145-CG8 or 2145-CF8

* Disk drive (50%)

* Disk controller (30%)

* Disk backplane (10%)

* Disk signal cable (8%)

* Disk power cable (1%)

* System board (1%)

* Disk drive assembly (90%)
* Disk cable assembly (10%)

Other:
* Configuration problem

* Software error

340 The 2145 is searching for donor node.
Explanation: The 2145 is searching for donor node.

User response: If the progress bar has been stopped
for more than two minutes, exchange the FRU for a
new FRU.

Possible Cause-FRUs or other:

¢ Fibre Channel adapter (100%)

345 The 2145 is searching for a donor node
from which to copy the software.

Explanation: The node is searching at 1 Gb/s for a
donor node.

User response: If the progress bar has stopped for
more than two minutes, exchange the FRU for a new
FRU.

Possible Cause-FRUs or other:

* Fibre Channel adapter (100%)




350 The 2145 cannot find a donor node.
Explanation: The 2145 cannot find a donor node.
User response: If the progress bar has stopped for
more than two minutes, perform the following steps:

1. Ensure that all of the Fibre Channel cables are
connected correctly and securely to the cluster.

2. Ensure that at least one other node is operational, is
connected to the same Fibre Channel network, and
is a donor node candidate. A node is a donor node
candidate if the version of software that is installed
on that node supports the model type of the node
that is being rescued.

3. Ensure that the Fibre Channel zoning allows a
connection between the node that is being rescued
and the donor node candidate.

4. Perform the problem determination procedures for
the network.

Possible Cause-FRUs or other:

* None

Other:

¢ Fibre Channel network problem

360 The 2145 is loading software from the
donor.

Explanation: The 2145 is loading software from the
donor.

User response: If the progress bar has been stopped
for at least two minutes, restart the node rescue
procedure.

Possible Cause-FRUs or other:
* None

365 Cannot load SW from donor
Explanation: None.

User response: None.

370 Installing software
Explanation: The 2145 is installing software.

User response:

1. If this code is displayed and the progress bar has
been stopped for at least ten minutes, the software
install process has failed with an unexpected
software error.

2. Power off the 2145 and wait for 60 seconds.

3. Power on the 2145. The software update operation
continues.

4. Report this problem immediately to your Software
Support Center.

350 501

Possible Cause-FRUs or other:

* None

500 Incorrect enclosure

Explanation: The node canister has saved cluster
information, which indicates that the canister is now
located in a different enclosure from where it was
previously used. Using the node canister in this state
might corrupt the data held on the enclosure drives.

User response: Follow troubleshooting procedures to
move the nodes to the correct location.

1. Follow the “Procedure: Getting node canister and
system information using the service assistant” task
to review the node canister saved location
information and the status of the other node
canister in the enclosure (the partner canister).
Determine if the enclosure is part of an active
system with volumes that contain required data.

2. If you have unintentionally moved the canister into
this enclosure, move the canister back to its original
location, and put the original canister back in this
enclosure. Follow the “Replacing a node canister”
procedure.

3. If you have intentionally moved the node canister
into this enclosure you should check it is safe to
continue or whether you will lose data on the
enclosure you removed it from. Do not continue if
the system the node canister was removed from is
offline, rather return the node canister to that
system.

4. If you have determined that you can continue,
follow the “Procedure: Removing system data from
a node canister” task to remove cluster data from
node canister.

5. If the partner node in this enclosure is not online, or
is not present, you will have to perform a system
recovery. Do not create a new system, you will lose
all the volume data.

Possible Cause-FRUs or other cause:
* None

501 Incorrect slot

Explanation: The node canister has saved cluster
information, which indicates that the canister is not
located in the expected enclosure, but in a different slot
from where it was previously used. Using the node
canister in this state might mean that hosts are not able
to connect correctly.

User response: Follow troubleshooting procedures to
relocate the node canister to the correct location.

1. Follow the “Procedure: Getting node canister and
system information using the service assistant” task
to review the node canister saved location
information and the status of the other node
canister in the enclosure (the partner canister). If the
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node canister has been inadvertently swapped, the
other node canister will have the same error.

2. If the canisters have been swapped, use the
“Replacing a node canister” procedure to swap the
canisters. The system should start.

3. If the partner canister is in candidate state, use the
hardware remove and replace canister procedure to
swap the canisters. The system should start.

4. If the partner canister is in active state, it is running
the cluster on this enclosure and has replaced the
original use of this canister. Follow the “Procedure:
Removing system data from a node canister” task to
remove cluster data from this node canister. The
node canister will then become active in the cluster
in its current slot.

5. If the partner canister is in service state, review its
node error to determine the correct action.
Generally, you will fix the errors reported on the
partner node in priority order, and review the
situation again after each change. If you have to
replace the partner canister with a new one, you
should move this canister back to the correct
location at the same time.

Possible Cause-FRUs or other:

* None

502 No enclosure identity exists and a status
from the partner node could not be
obtained.

Explanation: The enclosure has been replaced and
communication with the other node canister (partner
node) in the enclosure is not possible. The partner node
could be missing, powered off, unable to boot, or an
internode communication failure may exist.

User response: Follow troubleshooting procedures to
configure the enclosure:

1. Follow the procedures to resolve a problem to get
the partner node started. An error will still exist
because the enclosure has no identity. If the error
has changed, follow the service procedure for that
error.

2. If the partner has started and is showing a location
error (probably this one), then the PCI link is
probably broken. Since the enclosure midplane was
recently replaced, this is likely the problem. Obtain
a replacement enclosure midplane, and replace it.

3. If this action does not resolve the issue, contact IBM
Support Center. They will work with you to ensure
that the system state data is not lost while resolving
the problem.

Possible Cause—FRUs or other:
* Enclosure midplane (100%)
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503 Incorrect enclosure type

Explanation: The node canister has been moved to an
expansion enclosure. A node canister will not operate
in this environment. This can also be reported when a
replacement node canister is installed for the first time.

User response: Follow troubleshooting procedures to
relocate the nodes to the correct location.

1. Follow the procedure Getting node canister and
system information using a USB flash drive and
review the saved location information of the node
canister to determine which control enclosure the
node canister belongs in.

2. Follow the procedure to move the node canister to
the correct location, then follow the procedure to
move the expansion canister that is probably in that
location to the correct location. If there is a node
canister that is in active state where this node
canister must be, do not replace that node canister
with this one.

504 No enclosure identity and partner node
matches.

Explanation: The enclosure vital product data
indicates that the enclosure midplane has been
replaced. This node canister and the other node canister
in the enclosure were previously operating in the same
enclosure midplane.

User response: Follow troubleshooting procedures to
configure the enclosure.

1. This is an expected situation during the hardware
remove and replace procedure for a control
enclosure midplane. Continue following the remove
and replace procedure and configure the new
enclosure.

Possible Cause—FRUs or other:

* None

505 No enclosure identity and partner has
system data that does not match.

Explanation: The enclosure vital product data
indicates that the enclosure midplane has been
replaced. This node canister and the other node canister
in the enclosure do not come from the same original
enclosure.

User response: Follow troubleshooting procedures to
relocate nodes to the correct location.

1. Follow the “Procedure: Getting node canister and
system information using the service assistant” task
to review the node canister saved location
information and the status of the other node
canister in the enclosure (the partner canister).
Determine if the enclosure is part of an active
system with volumes that contain required data.



2. Decide what to do with the node canister that did
not come from the enclosure that is being replaced.

a. If the other node canister from the enclosure
being replaced is available, use the hardware
remove and replace canister procedures to
remove the incorrect canister and replace it with
the second node canister from the enclosure
being replaced. Restart both canisters. The two
node canister should show node error 504 and
the actions for that error should be followed.

b. If the other node canister from the enclosure
being replaced is not available, check the
enclosure of the node canister that did not come
from the replaced enclosure. Do not use this
canister in this enclosure if you require the
volume data on the system from which the node
canister was removed, and that system is not
running with two online nodes. You should
return the canister to its original enclosure and
use a different canister in this enclosure.

c. When you have checked that it is not required
elsewhere, follow the “Procedure: Removing
system data from a node canister” task to
remove cluster data from the node canister that
did not come from the enclosure that is being
replaced.

d. Restart both nodes. Expect node error 506 to be
reported now, then follow the service procedures
for that error.

Possible Cause—FRUs or other:

* None

506 No enclosure identity and no node state
on partner

Explanation: The enclosure vital product data
indicates that the enclosure midplane has been
replaced. There is no cluster state information on the
other node canister in the enclosure (the partner
canister), so both node canisters from the original
enclosure have not been moved to this one.

User response: Follow troubleshooting procedures to
relocate nodes to the correct location:

1. Follow the procedure: Getting node canister and
system information and review the saved location
information of the node canister and determine why
the second node canister from the original enclosure
was not moved into this enclosure.

2. If you are sure that this node canister came from
the enclosure that is being replaced, and the original
partner canister is available, use the “Replacing a
node canister” procedure to install the second node
canister in this enclosure. Restart the node canister.
The two node canisters should show node error 504,
and the actions for that error should be followed.

3. If you are sure this node canister came from the
enclosure that is being replaced, and that the

506 ¢ 508

original partner canister has failed, continue
following the remove and replace procedure for an
enclosure midplane and configure the new
enclosure.

Possible Cause—FRUs or other:

* None

507 No enclosure identity and no node state

Explanation: The node canister has been placed in a
replacement enclosure midplane. The node canister is
also a replacement or has had all cluster state removed
from it.

User response: Follow troubleshooting procedures to
relocate the nodes to the correct location.

1. Check the status of the other node in the enclosure.
Unless it also shows error 507, check the errors on
the other node and follow the corresponding
procedures to resolve the errors. It typically shows
node error 506.

2. If the other node in the enclosure is also reporting
507, the enclosure and both node canisters have no
state information. Contact IBM support. They will
assist you in setting the enclosure vital product data
and running cluster recovery.

Possible Cause-FRUs or other:

* None

508 Cluster identifier is different between
enclosure and node

Explanation: The node canister location information
shows it is in the correct enclosure, however the
enclosure has had a new clustered system created on it
since the node was last shut down. Therefore, the
clustered system state data stored on the node is not
valid.

User response: Follow troubleshooting procedures to
correctly relocate the nodes.

1. Check whether a new clustered system has been
created on this enclosure while this canister was not
operating or whether the node canister was recently
installed in the enclosure.

2. Follow the “Procedure: Getting node canister and
system information using the service assistant” task,
and check the partner node canister to see if it is
also reporting node error 508. If it is, check that the
saved system information on this and the partner
node match.

If the system information on both nodes matches,
follow the “Replacing a control enclosure midplane”
procedure to change the enclosure midplane.

3. If this node canister is the one to be used in this
enclosure, follow the “Procedure: Removing system

Chapter 7. Diagnosing problems 183



509 - 514

data from a node canister” task to remove clustered
system data from the node canister. It will then join
the clustered system.

4. If this is not the node canister that you intended to
use, follow the “Replacing a node canister”
procedure to replace the node canister with the one
intended for use.

Possible Cause—FRUs or other:
* Service procedure error (90%)

* Enclosure midplane (10%)

509 The enclosure identity cannot be read.

Explanation: The canister was unable to read vital
product data (VPD) from the enclosure. The canister
requires this data to be able to initialize correctly.

User response: Follow troubleshooting procedures to
fix the hardware:

1. Check errors reported on the other node canister in
this enclosure (the partner canister).

2. If it is reporting the same error, follow the hardware
remove and replace procedure to replace the
enclosure midplane.

3. If the partner canister is not reporting this error,
follow the hardware remove and replace procedure
to replace this canister.

Note: If a newly installed system has this error on both
node canisters, the data that needs to be written to the

enclosure will not be available on the canisters; contact
IBM support for the WWNNSs to use.

Remember: Review the 1sservicenodes output for
what the node is reporting.
Possible Cause—FRUs or other:

* Node canister (50%)
* Enclosure midplane (50%)

510 The detected memory size does not
match the expected memory size.

Explanation: The amount of memory detected in the
node differs from the amount required for the node to
operate as an active member of a system. The error
code data shows the detected memory, in MB, followed
by the minimum required memory, in MB. The next
series of values indicates the amount of memory, in GB,
detected in each memory slot.

Data:

* Detected memory in MB

* Minimum required memory in MB

* Memory in slot 1 in GB

* Memory in slot 2 in GB

* Memory in slot n in GB
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User response: Check the memory size of another
2145 that is in the same cluster. For the 2145-CF8 and
2145-CGS8, if you have just replaced a memory module,
check that the module that you have installed is the
correct size, then go to the light path MAP to isolate
any possible failed memory modules.

Possible Cause-FRUs or other:
* Memory module (100%)

511 Memory bank 1 of the 2145 is failing.
For the 2145-DHS only, the DIMMS are
incorrectly installed.

Explanation: Memory bank 1 of the 2145 is failing.

For the 2145-DHS only, the DIMMS are incorrectly
installed. This will degrade performance.

User response: For the 2145-DHS8 only, shut down the
node and adjust the DIMM placement as per the install
directions.

Possible Cause-FRUs or other:

* Memory module (100%)

512 Enclosure VPD is inconsistent

Explanation: The enclosure midplane VPD is not
consistent. The machine part number is not compatible
with the machine type and model. This indicates that
the enclosure VPD is corrupted.

User response:

1. Check the support site for a code update.

2. Use the remove and replace procedures to replace
the enclosure midplane.

Possible Cause—FRUs or other:
* Enclosure midplane (100%)

513 Memory bank 2 of the 2145 is failing.
Explanation: Memory bank 2 of the 2145 is failing.

User response: For the 2145-8G4 and 2145-8A4, go to
the light path MAP to resolve this problem.

Possible Cause-FRUs or other:
* Memory module (100%)

514 Memory bank 3 of the 2145 is failing.
Explanation: Memory bank 3 of the 2145 is failing.

User response: For the 2145-8G4 and 2145-8A4, go to
the light path MAP to resolve this problem.

Possible Cause-FRUs or other:
* Memory module (100%)




515 Memory bank 4 of the 2145 is failing.
Explanation: Memory bank 4 of the 2145 is failing.

User response: For the 2145-8G4 and 2145-8A4, go to
the light path MAP to resolve this problem.

Possible Cause-FRUs or other:
* Memory module (100%)

517 The WWNNSs of the service controller
and the disk do not match.

Explanation: The node is unable to determine the
WWNN that it must use. This is because of the service
controller or the nodes internal drive being replaced.

User response: Follow troubleshooting procedures to
configure the WWNN of the node.

1. Continue to follow the hardware remove and
replace procedure for the service controller or disk.

2. If you have not followed the hardware remove and
replace procedures, determine the correct WWNN.
If you do not have this information recorded,
examine your Fibre Channel switch configuration to
see whether it is listed there. Follow the procedures
to change the WWNN of a node.

Possible Cause-FRUs or other:

* None

521 Unable to detect a Fibre Channel
adapter

Explanation: The system cannot detect any Fibre
Channel adapters.

User response: Ensure that a Fibre Channel adapter
has been installed. Ensure that the Fibre Channel
adapter is seated correctly in the riser card. Ensure that
the riser card is seated correctly on the system board. If
the problem persists, exchange FRUs for new FRUs in
the order shown.

Possible Cause-FRUs or other:

2145-CG8 or 2145-CF8

* 4-port Fibre Channel host bus adapter assembly
(95%)
* System board assembly (5%)

522 The system board service processor has
failed.

Explanation: The service processor on the system
board failed.

User response: For the 2145-DHS only:

1. Shutdown the node.

2. Remove mains power cable.

3. Wait for lights to stop blinking.

515 « 525

4. Plug in power, and then wait for the node to boot.

5. If that fails, replace the system board.
Exchange the FRU for a new FRU.
Possible Cause-FRUs or other:

2145-CF8, 2145-CGS, or 2145-DHS8
* System board assembly (100%)

523 The internal disk file system is
damaged.

Explanation: The node startup procedures have found
problems with the file system on the internal disk of
the node.

User response: Follow troubleshooting procedures to
reload the software.

1. Follow Procedure: Rescuing node canister machine
code from another node (node rescue).

2. If the rescue node does not succeed, use the
hardware remove and replace procedures.

Possible Cause—FRUs or other:
* Node canister (80%)
* Other (20%)

524 Unable to update BIOS settings.
Explanation: Unable to update BIOS settings.

User response: Power off node, wait 30 seconds, and
then power on again. If the error code is still reported,
replace the system board.

Possible Cause-FRUs or other:

* System board (100%)

525 Unable to update system board service
processor firmware.

Explanation: The node startup procedures have been
unable to update the firmware configuration of the
node. The update might take 90 minutes.

User response:

1. If the progress bar has been stopped for more than
90 minutes, power off and reboot the node. If the
boot progress bar stops again on this code, replace
the FRU shown.

2. If the power off or restart does not work, try
removing the power cords and then restarting.

Possible Cause—FRUs or other:

2145-CFS8, or 2145-CG8
* System board (100%)
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528 Ambient temperature is too high during
system startup.

Explanation: The ambient temperature read during
the node startup procedures is too high for the node to
continue. The startup procedure will continue when the
temperature is within range.

User response: Reduce the temperature around the
system.

1. Resolve the issue with the ambient temperature by
checking and correcting:

a. Room temperature and air conditioning
b. Ventilation around the rack

c. Airflow within the rack

Possible Cause—FRUs or other:

* Environment issue (100%)

530 A problem with one of the node's power
supplies has been detected.

Explanation: The 530 error code is followed by two
numbers. The first number is either 1 or 2 to indicate
which power supply has the problem.

The second number is either 1, 2 or 3 to indicate the
reason.

1 The power supply is not detected.

2 The power supply failed.

3 No input power is available to the power
supply.

If the node is a member of a cluster, the cluster reports
error code 1096 or 1097, depending on the error reason.

The error will automatically clear when the problem is
fixed.

User response:

1. Ensure that the power supply is seated correctly
and that the power cable is attached correctly to
both the node and to a power source.

2. If the error has not been automatically marked fixed
after two minutes, note the status of the three LEDs
on the back of the power supply. For the 2145-CG8
or 2145-CF8, the AC LED is the top green LED, the
DC LED is the middle green LED and the error
LED is the bottom amber LED.

3. If the power supply error LED is off and the AC
and DC power LEDs are both on, this is the normal
condition. If the error has not been automatically
fixed after two minutes, replace the system board.

4. Follow the action specified for the LED states noted
in the list below.

5. 1If the error has not been automatically fixed after
two minutes, contact support.
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Error, AC, DC: Action

ON,ON or OFEON or OFF:The power supply has a
fault. Replace the power supply.

OFF,OFF,OFF:There is no power detected. Ensure that
the power cable is connected at the node and to a
power source. If the AC LED does not light, check your
power source. If you are connected to a 2145 UPS-1U
that is showing an error, follow MAP 5150 2145
UPS-1U. Otherwise, replace the power cable. If the AC
LED still does not light, replace the power supply.

OFF,OFF,ON:The power supply has a fault. Replace the
power supply.

OFF,ON,OFF:Ensure that the power supply is installed
correctly. If the DC LED does not light, replace the

power supply.

Possible Cause-FRUs or other:

Reason 1: A power supply is not detected.

* Power supply (19%)

* System board (1%)

* Other: Power supply is not installed correctly (80%)

Reason 2: The power supply has failed.
* Power supply (90%)

* Power cable assembly (5%)

* System board (5%)

Reason 3: There is no input power to the power supply.
* Power cable assembly (25%)

¢ UPS-1U assembly (4%)

* System board (1%)

* Other: Power supply is not installed correctly (70%)

534 System board fault

Explanation: There is a unrecoverable error condition
in a device on the system board.

User response: For a storage enclosure, replace the
canister and reuse the interface adapters and fans.

For a control enclosure, refer to the additional details
supplied with the error to determine the proper parts
replacement sequence.

¢ Pwr rail A: Replace CPU 1.

Replace the power supply if the OVER SPEC LED on
the light path diagnostics panel is still lit.

¢ Pwr rail B: Replace CPU 2.

Replace the power supply if the OVER SPEC LED on
the light path diagnostics panel is still lit.

* Pwr rail C: Replace the following components until
"Pwr rail C" is no longer reported:



- DIMMs 1-6
— PCI riser-card assembly 1
- Fan1

— Optional adapters that are installed in PCI
riser-card assembly 1

— Replace the power supply if the OVER SPEC LED
on the light path diagnostics panel is still lit.

* Pwr rail D: Replace the following components until
"Pwr rail D" is no longer reported:

- DIMMs 7 - 12
- Fan2
— Optional PCI adapter power cable

— Replace the power supply if the OVER SPEC LED
on the light path diagnostics panel is still lit.

¢ Pwr rail E: Replace the following components until
"Pwr rail E" is no longer reported:

- DIMMs 13 - 18
— Hard disk drives

- Replace the power supply if the OVER SPEC LED
on the light path diagnostics panel is still lit.

* Pwr rail F: Replace the following components until
"Pwr rail F" is no longer reported:

- DIMMs 19 - 24
- Fan 4

— Optional adapters that are installed in PCI
riser-card assembly 2

— PCI riser-card assembly 2

— Replace the power supply if the OVER SPEC LED
on the light path diagnostics panel is still lit.

¢ Pwr rail G: Replace the following components until
"Pwr rail G" is no longer reported:

— Hard disk drive backplane assembly
— Hard disk drives

— Fan 3

— Optional PCI adapter power cable

* Pwr rail H: Replace the following components until
"Pwr rail H" is no longer reported:

— Optional adapters that are installed in PCI
riser-card assembly 2

— Optional PCI adapter power cable

Possible Cause—FRUs or other:
* Hardware (100%)

535 Canister internal PCle switch failed

Explanation: The PCI Express switch has failed or
cannot be detected. In this situation, the only
connectivity to the node canister is through the
Ethernet ports.

User response: Follow troubleshooting procedures to
fix the hardware.

535 « 542

536 The temperature of a device on the
system board is greater than or equal to
the critical threshold.

Explanation: The temperature of a device on the
system board is greater than or equal to the critical
threshold.

User response: Check for external and internal air
flow blockages or damage.

1. Remove the top of the machine case and check for
missing baffles, damaged heat sinks, or internal
blockages.

2. If the error persists, replace system board.

Possible Cause-FRUs or other:

* None

538 The temperature of a PCI riser card is
greater than or equal to the critical
threshold.

Explanation: The temperature of a PCI riser card is
greater than or equal to the critical threshold.

User response: Improve cooling.

1. If the problem persists, replace the PCI riser

Possible Cause-FRUs or other:
* None

541 Multiple, undetermined, hardware
errors

Explanation: Multiple hardware failures were reported
on the data paths within the node, and the threshold of
the number of acceptable errors within a given time
frame was reached. It was not possible to isolate the
errors to a single component.

After this node error is raised, all ports on the node are
deactivated. The node is considered unstable, and has
the potential to corrupt data.

User response:

1. Follow the procedure for collecting information for
support, and contact your support organization.

2. A software update may resolve the issue.

3. Replace the node.

542 An installed CPU has failed or been
removed.

Explanation: An installed CPU has failed or been
removed.

User response: Replace the CPU.

Possible Cause-FRUs or other:
* CPU (100%)
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543 None of the node serial numbers that
are stored in the three locations match.

Explanation: When the SAN Volume Controller
software starts, it reads the node serial number from
the system board and compares this serial number to
the node serial numbers stored on the two boot drives.
There must be at least two matching node serial
numbers for the SAN Volume Controller software to
assume that node serial number is good.

User response: Look at a boot drive view for the node
to work out what to do.

1. Replace missing or failed drives.

2. Put any drive that belongs to a different node back
where it belongs.

3. If you intend to use a drive from a different node in
this node from now on, the node error changes to a
different node error when the other drive is
replaced.

4. If you replaced the system board, then the panel
name is now 0000000, and if you replaced one of
the drives, then the slot status of that drive is
uninitialized. If the node serial number of the other
boot drive matches the MT-M S/N label on the
front of the node, then run satask rescuenode to
initialize the uninitialized drive. Initializing the
drive should lead to the 545 node error.

Possible Cause-FRUs or other:
* None

544 Boot drives are from other nodes.
Explanation: Boot drives are from other nodes.

User response: Look at a boot drive view for the node
to determine what to do.

1. Put any drive that belongs to a different node back
where it belongs.

2. If you intend to use a drive from a different node in
this node from now on, the node error changes to a
different node error when the other drive is
replaced.

3. See error code 1035 for additional information
regarding boot drive problems.

Possible Cause-FRUs or other:

* None

545 The node serial number on the boot
drives match each other, but they do not
match the product serial number on the
system board.

Explanation: The node serial number on the boot
drives match each other, but they do not match the
product serial number on the system board.

User response: Check the S/N value on the MT-M
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S/N label on the front of the node. Look at a boot
drive view to see the node serial number of the system
board and the node serial number of each drive.

1. Replace the boot drives with the correct boot drives
if needed.

2. Set the system board serial number using the
following command:

satask chvpd -type <value> -serial <S/N value from
the MT-M S/N label>

Possible Cause-FRUs or other:

* None

547 Pluggable TPM is missing or broken.

Explanation: The Trusted Platform Module (TPM) for
the system is not functioning.

User response:

Important: Confirm that the system is running on at
least one other node before you commence this repair.
Each node uses its TPM to securely store encryption
keys on its boot drive. When the TPM or boot drive of
a node is replaced, the node loses its encryption key,
and must be able to join an existing system to obtain
the keys. If this error occurred on the last node in a
system, do not replace the TPM, boot drive, or node
hardware until the system contains at least one online
node with valid keys.

1. Shut down the node and remove the node
hardware.

2. Locate the TPM in the node hardware and ensure
that it is correctly seated.

3. Reinsert the node hardware and apply power to the
node.

4. If the error persists, replace the TPM with one from
FRU stock.

5. If the error persists, replace the system board or the
node hardware with one from FRU stock.

You do not need to return the faulty TPM to IBM.

Note: It is unlikely that the failure of a TPM can cause
the loss of the System Master Key (SMK):

* The SMK is sealed by the TPM, using its unique
encryption key, and the result is stored on the system
boot drive.

* The working copy of the SMK is on the RAM disk,
and so is unaffected by a sudden TPM failure.

* If the failure happens at boot time, the node is held
in an unrecoverable error state because the TPM is a
FRU.

¢ The SMK is also mirrored by the other nodes in the
system. When the node with replacement TPM joins
the system, it determines that it does not have the
SMK, requests it, gets it, and then seals with the new
TPM.



550 A clustered system cannot be formed
because of a lack of clustered system
resources.

Explanation: The node cannot become active in a
clustered system because it is unable to connect to
enough clustered system resources.

If the system topology is stretched and the number of
operational nodes is less than half, then node error 550
is displayed. In this case, the Site Disaster Recovery
feature cannot be used as the number of operational
nodes is less than the quorum required to create the
clustered system that uses the Site Disaster Recovery
feature.

User response: Follow troubleshooting procedures to
correct connectivity issues between the cluster nodes
and the quorum devices.

1. Check for any node errors that indicate issues with
Fibre Channel connectivity. Resolve any issues.

2. Ensure that the other systems in the cluster are
powered on and operational.

3. Check the Fibre Channel port status. If any port is
not active, run the Fibre Channel port problem
determination procedures.

4. Ensure that Fibre Channel network zoning changes
have not restricted communication between nodes
or between the nodes and the quorum disk.

5. Run the problem determination procedures for the
network.

6. The quorum disk failed or cannot be accessed. Run
the problem determination procedures for the disk
controller.

551 A cluster cannot be formed because of a
lack of cluster resources.

Explanation: The node does not have sufficient
connectivity to other nodes or the quorum device to
form a cluster.

Attempt to repair the fabric or quorum device to
establish connectivity. If a disaster occurred and the
nodes at the other site cannot be recovered, then it is
possible to allow the nodes at the surviving site to form
a system by using local storage.

User response: Follow troubleshooting procedures to
correct connectivity issues between the cluster nodes
and the quorum devices.

1. Check for any node errors that indicate issues with
Fibre Channel connectivity. Resolve any issues.

2. Ensure that the other nodes in the cluster are
powered on and operational.

3. Using the SAT GUI or CLI (sainfo Isservicestatus),
display the Fibre Channel port status. If any port is
not active, perform the Fibre Channel port problem
determination procedures.
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4. Ensure that Fibre Channel network zoning changes
have not restricted communication between nodes
or between the nodes and the quorum disk.

5. Perform the problem determination procedures for
the network.

6. The quorum disk failed or cannot be accessed.
Perform the problem determination procedures for
the disk controller.

7. As a last resort when the nodes at the other site
cannot be recovered, then it is possible to allow the
nodes at the surviving site to form a system by
using local site storage:

To avoid data corruption ensure that all host servers
that were previously accessing the system have had
all volumes unmounted or have been rebooted.
Ensure that the nodes at the other site are not
operational and are unable to form a system in the
future.

After starting this command, a full
resynchronization of all mirrored volumes is
completed when the other site is recovered. This is
likely to take many hours or days to complete.

Contact IBM support personnel if you are unsure.

Note: Before continuing, confirm that you have
taken the following actions - failure to perform
these actions can lead to data corruption that is
undetected by the system but affects host
applications.

a. All host servers that were previously accessing
the system have had all volumes unmounted or
have been rebooted.

b. Ensure that the nodes at the other site are not
operating as a system and actions have been
taken to prevent them from forming a system in
the future.

After these actions have been taken, the satask
overridequorum can be used to allow the nodes at
the surviving site to form a system that uses local
storage.

555 Power Domain error

Explanation: Both 2145s in an I/O group that are
being powered by the same uninterruptible power
supply. The ID of the other 2145 is displayed with the
node error code on the front panel.

User response: Ensure that the configuration is correct
and that each 2145 is in an I/O group is connected
from a separate uninterruptible power supply.

556 A duplicate WWNN has been detected.

Explanation: The node has detected another device
that has the same World Wide Node Name (WWNN)
on the Fibre Channel network. A WWNN is 16
hexadecimal digits long. For a cluster, the first 11 digits
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are always 50050768010. The last 5 digits of the
WWNN are given in the additional data of the error
and appear on the front panel displays. The Fibre
Channel ports of the node are disabled to prevent
disruption of the Fibre Channel network. One or both
nodes with the same WWNN can show the error.
Because of the way WWNNSs are allocated, a device
with a duplicate WWNN is normally another cluster
node.

User response: Follow troubleshooting procedures to
configure the WWNN of the node:

1. Find the cluster node with the same WWNN as the
node reporting the error. The WWNN for a cluster
node can be found from the node Vital Product
Data (VPD) or from the Node menu on the front
panel. The node with the duplicate WWNN need
not be part of the same cluster as the node
reporting the error; it could be remote from the
node reporting the error on a part of the fabric
connected through an inter-switch link. The WWNN
of the node is stored within the service controller, so
the duplication is most likely caused by the
replacement of a service controller.

2. If a cluster node with a duplicate WWNN is found,
determine whether it, or the node reporting the
error, has the incorrect WWNN. Generally, it is the
node that has had its service controller that was
recently replaced or had its WWNN changed
incorrectly. Also consider how the SAN is zoned
when making your decision.

3. Determine the correct WWNN for the node with the
incorrect WWNN. If the service controller has been
replaced as part of a service action, the WWNN for
the node should have been written down. If the
correct WWNN cannot be determined contact your
support center for assistance.

4. Use the front panel menus to modify the incorrect
WWNN. If it is the node showing the error that
should be modified, this can safely be done
immediately. If it is an active node that should be
modified, use caution because the node will restart
when the WWNN is changed. If this node is the
only operational node in an enclosure, access to the
volumes that it is managing will be lost. You should
ensure that the host systems are in the correct state
before you change the WWNN.

5. If the node showing the error had the correct
WWNN, it can be restarted, using the front panel
power control button, after the node with the
duplicate WWNN is updated.

6. If you are unable to find a cluster node with the
same WWNN as the node showing the error, use
the SAN monitoring tools to determine whether
there is another device on the SAN with the same
WWNN. This device should not be using a WWNN
assigned to a cluster, so you should follow the
service procedures for the device to change its
WWNN. Once the duplicate has been removed,
restart the node.
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558 The node is unable to communicate
with other nodes.

Explanation: The system cannot see the Fibre Channel
fabric or the Fibre Channel adapter port speed might
be set to a different speed than that of the Fibre
Channel fabric.

User response: Ensure that:

1. The Fibre Channel network fabric switch is
powered-on.

2. At least one Fibre Channel cable connects the
system to the Fibre Channel network fabric.

3. The Fibre Channel adapter port speed is equal to
that of the Fibre Channel fabric.

4. At least one Fibre Channel adapter is installed in
the system.

5. Go to the Fibre Channel MAP.

Possible Cause-FRUs or other:

* None

560 Battery cabling fault

Explanation: A fault exists in one of the cables
connecting the battery backplane to the rest of the
system.

User response: Follow troubleshooting procedures to
fix the hardware:
1. Reseat the cable.

2. If reseating the cable does not fix the problem,
replace the cable.

3. If replacing the cable does not fix the problem,
replace the battery backplane.

561 Battery backplane or cabling fault

Explanation: Either the battery backplane has failed,
or the power or LPC cables connecting the battery
backplane to the rest of the system are not connected

properly.

User response: Follow troubleshooting procedures to
fix the hardware:

1. Check the cables connecting the battery backplane.
2. Reseat the power and LPC cables.

3. If reseating the cables does not fix the problem,
replace the cables.

4. Once the cables are well connected, but the problem
persists, replace the battery backplane.

5. Conduct the corrective service procedure described
in[“1108” on page 223/




562 The nodes hardware configuration does
not meet the minimum requirements

Explanation: The node hardware is not at the
minimum specification for the node to become active in
a cluster. This may be because of hardware failure, but
is also possible after a service action has used an
incorrect replacement part.

User response: Follow troubleshooting procedures to

fix the hardware:

1. View node VPD information, to see whether
anything looks inconsistent. Compare the failing
node VPD with the VPD of a working node of the
same type. Pay particular attention to the number
and type of CPUs and memory.

2. Replace any incorrect parts.

564 Too many machine code crashes have
occurred.

Explanation: The node has been determined to be
unstable because of multiple resets. The cause of the
resets can be that the system encountered an
unexpected state or has executed instructions that were
not valid. The node has entered the service state so that
diagnostic data can be recovered.

The node error does not persist across restarts of the
machine code on the node.

User response: Follow troubleshooting procedures to
reload the machine code:

1. Get a support package (snap), including dumps,
from the node, using the management GUI or the
service assistant.

2. If more than one node is reporting this error,
contact IBM technical support for assistance. The
support package from each node will be required.

3. Check the support site to see whether the issue is
known and whether a machine code update exists
to resolve the issue. Update the cluster machine
code if a resolution is available. Use the manual
update process on the node that reported the error
first.

4. If the problem remains unresolved, contact IBM
technical support and send them the support
package.

Possible Cause—FRUs or other:

* None

565 The internal drive of the node is failing,.

Explanation: The internal drive within the node is
reporting too many errors. It is no longer safe to rely
on the integrity of the drive. Replacement is
recommended.

User response: Follow troubleshooting procedures to
fix the hardware:

562 « 571

1. View hardware information.

2. Replace parts (canister or disk).

Possible Cause—FRUs or other:
* 2145-CG8 or 2145-CF8

— Disk drive (50%)

— Disk controller (30%)

— Disk backplane (10%)

— Disk signal cable (8%)

— Disk power cable (1%)

— System board (1%)

569 At boot time: the CPU reached a
temperature that is greater than or equal
to the warning threshold. During
normal running: the CPU reached a
temperature that is greater than or equal
to the critical threshold.

Explanation: At boot time: the CPU reached a
temperature that is greater than or equal to the
warning threshold. During normal running: the CPU
reached a temperature that is greater than or equal to
the critical threshold.

User response: Check for external and internal air
flow blockages or damage.

1. Remove the top of the machine case and check for
missing baffles, damaged heat sinks, or internal
blockages.

2. If problem persists, replace the CPU/heat sink.

Possible Cause-FRUs or other:
« CPU
¢ Heat sink

570 Battery protection unavailable

Explanation: The node cannot start because battery
protection is not available. Both batteries require user
intervention before they can become available.

User response: Follow troubleshooting procedures to
fix hardware.

The appropriate service action will be indicated by an
accompanying non-fatal node error. Examine the event
log to determine the accompanying node error.

571 Battery protection temporarily
unavailable; one battery is expected to
be available soon

Explanation: The node cannot start because battery
protection is not available. One battery is expected to
become available shortly with no user intervention
required, but the other battery will not become
available.
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User response: Follow troubleshooting procedures to
fix hardware.

The appropriate service action will be indicated by an
accompanying non-fatal node error. Examine the event
log to determine the accompanying node error.

572 Battery protection temporarily
unavailable; both batteries are expected
to be available soon

Explanation: The node cannot start because battery
protection is not available. Both batteries are expected
to become available shortly with no user intervention
required.

User response: Wait for sufficient battery charge for
enclosure to start.

573 The node machine code is inconsistent.

Explanation: Parts of the node machine code package
are receiving unexpected results; there may be an
inconsistent set of subpackages installed, or one
subpackage may be damaged.

User response: Follow troubleshooting procedures to

reload the machine code.

1. Follow the procedure to run a node rescue.

2. If the error occurs again, contact IBM technical
support.

Possible Cause—FRUs or other:

* None

574 The node machine code is damaged.

Explanation: A checksum failure has indicated that
the node machine code is damaged and needs to be
reinstalled.

User response:

1. If the other nodes are operational, run node rescue;
otherwise, install new machine code using the
service assistant. Node rescue failures, as well as the
repeated return of this node error after
reinstallation, are symptomatic of a hardware fault
with the node.

Possible Cause—FRUs or other:
* None

576 The cluster state and configuration data
cannot be read.

Explanation: The node was unable to read the saved
cluster state and configuration data from its internal
drive because of a read or medium error.

User response: In the sequence shown, exchange the
FRUs for new FRUs.
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Possible Cause—FRUs or other:
* 2145-CGS8 or 2145-CF8

— Disk drive (50%)

— Disk controller (30%)

— Disk backplane (10%)

— Disk signal cable (8%)

— Disk power cable (1%)

— System board (1%)

578 The state data was not saved following
a power loss.

Explanation: On startup, the node was unable to read
its state data. When this happens, it expects to be
automatically added back into a clustered system.
However, if it is not joined to a clustered system in 60
sec, it raises this node error. This error is a critical node
error, and user action is required before the node can
become a candidate to join a clustered system.

User response: Follow troubleshooting procedures to
correct connectivity issues between the clustered system
nodes and the quorum devices.

1. Manual intervention is required once the node
reports this error.

2. Attempt to reestablish the clustered system by using
other nodes. This step might involve fixing
hardware issues on other nodes or fixing
connectivity issues between nodes.

3. If you are able to reestablish the clustered system,
remove the system data from the node that shows
error 578 so it goes to a candidate state. It is then
automatically added back to the clustered system.

a. To remove the system data from the node, go to
the service assistant, select the radio button for
the node with a 578, click Manage System, and
then choose Remove System Data.

b. Or use the CLI command satask leavecluster
-force.

If the node does not automatically add back to the
clustered system, note the name and I/O group of
the node, and then delete the node from the
clustered system configuration (if this has not
already happened). Add the node back to the
clustered system using the same name and I/O
group.

4. If all nodes have either node error 578 or 550,
follow the recommended user response for node
error 550.

5. Attempt to determine what caused the nodes to
shut down.

Possible Cause—FRUs or other:

* None




579 Battery subsystem has insufficient
charge to save system data

Explanation: Not enough capacity is available from
the battery subsystem to save system data in response
to a series of battery and boot-drive faults.

User response: Follow troubleshooting procedures to
fix hardware.

The appropriate service actions are indicated by the
series of battery and boot-drive faults. Examine the
event log to determine the accompanying faults. Service
the other faults.

580 The service controller ID could not be
read.

Explanation: The system cannot read the unique ID
from the service controller, so the Fibre Channel
adapters cannot be started.

User response: In the sequence shown, exchange the
following FRUs for new FRUs.

Possible Cause-FRUs or other:
2145-CG8 or 2145-CF8

* Service controller (70%)

* Service controller cable (30%)
Service controller (100%)

Other:

* None

581 A serial link error in the 2145 UPS-1U
has occurred.

Explanation: There is a fault in the communications
cable, the serial interface in the uninterruptible power
supply 2145 UPS-1U, or 2145.

User response: Check that the communications cable
is correctly plugged into the 2145 and the 2145 UPS-1U.
If the cable is plugged in correctly, replace the FRUs in
the order shown.

Possible Cause-FRUs or other:
2145-CF8, or 2145-CG8
* 2145 power cable assembly (40%)

* 2145 UPS-1U assembly (30%)
* 2145 system board (30%)

582 A battery error in the 2145 UPS-1U has
occurred.

Explanation: A problem has occurred with the
uninterruptible power supply 2145 UPS-1U battery.

User response: Exchange the FRU for a new FRU.
After replacing the battery assembly, if the 2145
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UPS-1U service indicator is on, press and hold the 2145
UPS-1U Test button for three seconds to start the
self-test and verify the repair. During the self-test, the
rightmost four LEDs on the 2145 UPS-1U front-panel
assembly flash in sequence.

Possible Cause-FRUs or other:
* UPS-1U battery assembly (50%)
* UPS-1U assembly (50%)

583 An electronics error in the 2145 UPS-1U
has occurred.

Explanation: A problem has occurred with the 2145
UPS-1U electronics.

User response: Exchange the FRU for a new FRU.

Possible Cause-FRUs or other:
* 2145 UPS-1U assembly

584 The 2145 UPS-1U is overloaded.

Explanation: A problem with output overload has
been reported by the uninterruptible power supply
2145 UPS-1U. The Overload Indicator on the 2145
UPS-1U front panel is illuminated red.

User response:

1. Ensure that only one 2145 is receiving power from
the 2145 UPS-1U. Also ensure that no other devices
are connected to the 2145 UPS-1U.

2. Disconnect the 2145 from the 2145 UPS-1U. If the
Overload Indicator is still illuminated, on the
disconnected 2145 replace the 2145 UPS-1U.

3. If the Overload Indicator is now off, and the node is
a 2145-CG8 or 2145-CF8, on the disconnected 2145,
with all outputs disconnected, determine whether it
is one of the two power supplies or the power cable
assembly that must be replaced. Plug just one
power cable into the left hand power supply and
start the node and see whether the error is reported.
Then shut down the node and connect the other
power cable into the left hand power supply and
start the node and see whether the error is repeated.
Then repeat the two tests for the right hand power
supply. If the error is repeated for both cables on
one power supply but not the other, replace the
power supply that showed the error; otherwise,
replace the power cable assembly.

Possible Cause-FRUs or other:

* Power cable assembly (45%)

* Power supply assembly (45%)
* UPS-1U assembly (10%)
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586 The power supply to the 2145 UPS-1U
does not meet requirements.

Explanation: None.

User response: Follow troubleshooting procedures to
fix the hardware.

587 An incorrect type of uninterruptible
power supply has been detected.

Explanation: An incorrect type of 2145 UPS-1U was
installed.

User response: Exchange the 2145 UPS-1U for one of
the correct type.

Possible Cause-FRUs or other:
» 2145 UPS-1U (100%)

588 The 2145 UPS-1U is not cabled correctly.

Explanation: The signal cable or the 2145 power
cables are probably not connected correctly. The power
cable and signal cable might be connected to different
2145 UPS-1U assemblies.

User response:

1. Connect the cables correctly.

2. Restart the node.

Possible Cause-FRUs or other:
* None.

Other:
* Cabling error (100%)

589 The 2145 UPS-1U ambient temperature
limit has been exceeded.

Explanation: The ambient temperature threshold for
the 2145 UPS-1U has been exceeded.

User response: Reduce the temperature around the
system:

1. Turn off the 2145 UPS-1U and unplug it from the
power source.

2. Clear the vents and remove any heat sources.

3. Ensure that the air flow around the 2145 UPS-1U is
not restricted.

4. Wait at least five minutes, and then restart the 2145
UPS-1U. If the problem remains, exchange 2145
UPS-1U assembly.

590 Repetitive node transitions into standby
mode from normal mode because of
power subsystem-related node errors.

Explanation: Multiple node restarts occurred because
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of 2145 UPS-1U errors, which can be reported on any
node type

This error means that the node made the transition into
standby from normal mode because of power
subsystem-related node errors too many times within a
short period. Too many times are defined as three, and
a short period is defined as 1 hour. This error alerts the
user that something might be wrong with the power
subsystem as it is clearly not normal for the node to
repeatedly go in and out of standby.

If the actions of the tester or engineer are expected to
cause many frequent transitions from normal to
standby and back, then this error does not imply that
there is any actual fault with the system.

User response: Follow troubleshooting procedures to
fix the hardware:

1. Verify that the room temperature is within specified
limits and that the input power is stable.

2. If a 2145 UPS-1U is connected, verify that the 2145
UPS-1U signal cable is fastened securely at both
ends.

3. Look in the system event log for the node error
that is repeating.

Note: The condition is reset by powering off the node
from the node front panel.

650 The canister battery is not supported

Explanation: The canister battery shows product data
that indicates it cannot be used with the code version
of the canister.

User response: This is resolved by either obtaining a

battery which is supported by the system's code level,

or the canister's code level is updated to a level which
supports the battery.

1. Remove the canister and its lid and check the FRU
part number of the new battery matches that of the
replaced battery. Obtain the correct FRU part if it
does not.

2. If the canister has just been replaced, check the code
level of the partner node canister and use the
service assistant to update this canister's code level
to the same level.

Possible cause—FRUs or other cause

* canister battery

651 The canister battery is missing
Explanation: The canister battery cannot be detected.

User response:

1. Use the remove and replace procedures to remove
the node canister and its lid.

2. Use the remove and replace procedures to install a
battery.



3. If a battery is present, ensure that it is fully
inserted. Replace the canister.

4. 1If this error persists, use the remove and replace
procedures to replace the battery.

Possible cause—FRUs or other cause

* Canister battery

652 The canister battery has failed

Explanation: The canister battery has failed. The
battery may be showing an error state, it may have
reached the end of life, or it may have failed to charge.

Data

Number indicators with failure reasons
* l—Dbattery reports a failure

e 2—end of life

¢ 3—failure to charge

User response:

1. Use the remove and replace procedures to replace
the battery.

Possible cause—FRUs or other cause

* canister battery

653 The canister battery’s temperature is too
low

Explanation: The canister battery’s temperature is
below its minimum operating temperature.
User response:

* Wait for the battery to warm up, the error will clear
when its minimum working temperature is reached.

* If the error persists for more than an hour when the
ambient temperature is normal, use the remove and
replace procedures to replace the battery.

Possible cause—FRUs or other cause

* canister battery

654 The canister battery’s temperature is too
high

Explanation: The canister battery’s temperature is
above its safe operating temperature.

User response:
* If necessary, reduce the ambient temperature.

* Wait for the battery to cool down, the error will clear
when normal working temperature is reached. Keep
checking the reported error as the system may
determine the battery has failed.

+ If the node error persists for more than two hours
after the ambient temperature returns to the normal
operating range, use the remove and replace
procedures to replace the battery.
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Possible cause—FRUs or other cause

* canister battery

655 Canister battery communications fault.

Explanation: The canister cannot communicate with
the battery.
User response:

* Use the remove and replace procedures to replace
the battery.

* If the node error persists, use the remove and replace
procedures to replace the node canister.

Possible Cause-FRUs or other cause:

* Canister battery

¢ Node canister

656 The canister battery has insufficient
charge

Explanation: The canister battery has insufficient
charge to save the canister’s state and cache data to the
internal drive if power were to fail.

User response:

* Wait for the battery to charge, the battery does not
need to be fully charged for the error to
automatically clear.

Possible cause—FRUs or other cause

* none

657 Not enough battery charge to support
graceful shutdown of the storage
enclosure.

Explanation: Insufficient power available for the
enclosure.

User response: If a battery is missing, failed or having
a communication error, replace the battery.

If a battery is failed, replace the battery.

If a battery is charging, this error should go away when
the battery is charged.

If a battery is too hot, the system can be started after it
has cooled.

If running on a single power supply with low input
power (110 V AC), "low voltage" will be seen in the
extra data. If this is the case, the failed or missing
power supply should be replaced. This will only
happen if a single power supply is running with input
power that is too low.
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668 The remote setting is not available for
users for the current system.

Explanation: On the current systems, users cannot be
set to remote.

User response: Any user defined on the system must
be a local user. To create a remote user the user must
not be defined on the local system.

670 The UPS battery charge is not enough to
allow the node to start.

Explanation: The uninterruptible power supply
connected to the node does not have sufficient battery
charge for the node to safely become active in a cluster.
The node will not start until a sufficient charge exists to
store the state and configuration data held in the node
memory if power were to fail. The front panel of the
node will show "charging".

User response: Wait for sufficient battery charge for
enclosure to start:

1. Wait for the node to automatically fix the error
when there is sufficient charge.

2. Ensure that no error conditions are indicated on the
uninterruptible power supply.

671 The available battery charge is not
enough to allow the node canister to
start. Two batteries are charging.

Explanation: The battery charge within the enclosure
is not sufficient for the node to safely become active in
a cluster. The node will not start until sufficient charge
exists to store the state and configuration data held in
the node canister memory if power were to fail. Two
batteries are within the enclosure, one in each of the
power supplies. Neither of the batteries indicate an
error—both are charging.

The node will start automatically when sufficient
charge is available. The batteries do not have to be
fully charged before the nodes can become active.

Both nodes within the enclosure share the battery
charge, so both node canisters report this error. The
service assistant shows the estimated start time in the
node canister hardware details.

User response: Wait for the node to automatically fix
the error when sufficient charge becomes available.

672 The available battery charge is not
enough to allow the node canister to
start. One battery is charging.

Explanation: The battery charge within the enclosure
is not sufficient for the node to safely become active in
a cluster. The node will not start until sufficient charge
exists to store the state and configuration data held in
the node canister memory if power were to fail. Two
batteries are within the enclosure, one in each of the
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power supplies. Only one of the batteries is charging,
so the time to reach sufficient charge will be extended.

The node will start automatically when sufficient
charge is available. The batteries do not have to be
fully charged before the nodes can become active.

Both nodes within the enclosure share the battery
charge, so both node canisters report this error.

The service assistant shows the estimated start time,
and the battery status, in the node canister hardware
details.

Possible Cause-FRUs or other:

* None

User response:

1. Wait for the node to automatically fix the error
when sufficient charge becomes available.

2. If possible, determine why one battery is not
charging. Use the battery status shown in the node
canister hardware details and the indicator LEDs on
the PSUs in the enclosure to diagnose the problem.
If the issue cannot be resolved, wait until the cluster
is operational and use the troubleshooting options
in the management GUI to assist in resolving the
issue.

Possible Cause-FRUs or other:
* Battery (33%)

* Control power supply (33%)
* Power cord (33%)

673 The available battery charge is not
enough to allow the node canister to
start. No batteries are charging.

Explanation: A node cannot be in active state if it
does not have sufficient battery power to store
configuration and cache data from memory to internal
disk after a power failure. The system has determined
that both batteries have failed or are missing. The
problem with the batteries must be resolved to allow
the system to start.

User response: Follow troubleshooting procedures to
fix hardware:

1. Resolve problems in both batteries by following the
procedure to determine status using the LEDs.

2. If the LEDs do not show a fault on the power
supplies or batteries, power off both power supplies
in the enclosure and remove the power cords. Wait
20 seconds, then replace the power cords and
restore power to both power supplies. If both node
canisters continue to report this error replace the
enclosure chassis.

Possible Cause-FRUs or other:
* Battery (33%)
* Power supply (33%)



* Power cord (33%)

* Enclosure chassis (1%)

674 The cycling mode of a Metro Mirror
object cannot be changed.

Explanation: The cycling mode may only be set for
Global Mirror objects. Metro Mirror objects cannot have
a cycling mode defined.

User response: The object's type must be set to 'global’
before or when setting the cycling mode.

690 The node is held in the service state.

Explanation: The node is in service state and has been
instructed to remain in service state. While in service
state, the node will not run as part of a cluster. A node
must not be in service state for longer than necessary
while the cluster is online because a loss of redundancy
will result. A node can be set to remain in service state
either because of a service assistant user action or
because the node was deleted from the cluster.

User response: When it is no longer necessary to hold
the node in the service state, exit the service state to
allow the node to run:

1. Use the service assistant action to release the service

state.
Possible Cause—FRUs or other:
* none
700 The Fibre Channel adapter that was
previously present has not been
detected.

Explanation: A Fibre Channel adapter that was
previously present has not been detected. The adapter
might not be correctly installed, or it might have failed.

This node error does not, in itself, stop the node
canister from becoming active in the system; however,
the Fibre Channel network might be being used to
communicate between the node canisters in a clustered
system. It is possible that this node error indicates why
the critical node error 550 A cluster cannot be formed
because of a lack of cluster resources is reported
on the node canister.

Data:

* Location—A number indicating the adapter location.
The location indicates an adapter slot, see the node
canister description for the definition of the adapter
slot locations

User response:

1. If possible, this noncritical node error should be
serviced using the management GUI and running
the recommended actions for the service error code.

There are a number of possibilities.

674 « 702

a. If you have deliberately removed the adapter
(possibly replacing it with a different adapter
type), you will need to follow the management
GUI recommended actions to mark the
hardware change as intentional.

b. If the previous steps have not isolated the
problem, use the remove and replace procedures
to replace the adapter, if this does not fix the
problem replace the system board.

Possible Cause—FRUs or other cause:
* Fibre Channel adapter
* System board

701 A Fibre Channel adapter has failed.
Explanation: A Fibre Channel adapter has failed.

This node error does not, in itself, stop the node
becoming active in the system. However, the Fibre
Channel network might be being used to communicate
between the nodes in a clustered system. Therefore, it
is possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a lack of cluster resources is reported
on the node.

Data:

* A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Use the remove and replace procedures to replace
the adapter. If this does not fix the problem, replace
the system board.

Possible Cause-FRUs or other cause:
* Fibre Channel adapter
e System board

702 A Fibre Channel adapter has a PCI
error.

Explanation: A Fibre Channel adapter has a PCI error.

This node error does not, in itself, stop the node from
becoming active in the system. However, the Fibre
Channel network might be being used to communicate
between the nodes in a clustered system. Therefore, it
is possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a Tack of cluster resources is reported
on the node.

Data:
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* A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Use the remove and replace procedures to replace
the adapter. If this does not fix the problem, replace
the system board.

Possible Cause-FRUs or other cause:
¢ Fibre Channel adapter
* System board

703 A Fibre Channel adapter is degraded.
Explanation: A Fibre Channel adapter is degraded.

This node error does not, in itself, stop the node
becoming active in the system. However, the Fibre
Channel network might be being used to communicate
between the nodes in a clustered system. Therefore, it
is possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a lack of cluster resources is reported
on the node.

Data:

* A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Use the remove and replace procedures to replace
the adapter. If this does not fix the problem, replace
the system board.

Possible Cause FRUs or other cause:
* Fibre Channel adapter
* System board

704 Fewer Fibre Channel ports operational.

Explanation: A Fibre Channel port that was
previously operational is no longer operational. The
physical link is down.

This node error does not, in itself, stop the node
becoming active in the system. However, the Fibre
Channel network might be being used to communicate
between the nodes in a clustered system. Therefore, it
is possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
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because of a lack of cluster resources is reported
on the node.

Data:

Three numeric values are listed:

* The ID of the first unexpected inactive port. This ID
is a decimal number.

* The ports that are expected to be active, which is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is expected to be active.

* The ports that are actually active, which is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is active.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Possibilities:

e If the port has been intentionally disconnected,
use the management GUI recommended action
for the service error code and acknowledge the
intended change.

* Check that the Fibre Channel cable is connected
at both ends and is not damaged. If necessary,
replace the cable.

* Check the switch port or other device that the
cable is connected to is powered and enabled in a
compatible mode. Rectify any issue. The device
service interface might indicate the issue.

* Use the remove and replace procedures to replace
the SFP transceiver in the 2145 node and the SFP
transceiver in the connected switch or device.

* Use the remove and replace procedures to replace
the adapter.

Possible Cause-FRUs or other cause:
* Fibre Channel cable

* SFP transceiver

* Fibre Channel adapter

705 Fewer Fibre Channel I/O ports
operational.

Explanation: One or more Fibre Channel I/O ports
that have previously been active are now inactive. This
situation has continued for one minute.

A Fibre Channel I/O port might be established on
either a Fibre Channel platform port or an Ethernet
platform port using FCoE. This error is expected if the
associated Fibre Channel or Ethernet port is not
operational.

Data:

Three numeric values are listed:



The ID of the first unexpected inactive port. This ID
is a decimal number.

The ports that are expected to be active, which is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is expected to be active.

The ports that are actually active, which is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is active.

User response:

1.

If possible, use the management GUI to run the
recommended actions for the associated service
error code.

Follow the procedure for mapping I/O ports to
platform ports to determine which platform port is
providing this I/O port.

Check for any 704 (Fibre channel platform port
not operational) or 724 (Ethernet platform port
not operational) node errors reported for the
platform port.

Possibilities:
+ If the port has been intentionally disconnected,
use the management GUI recommended action

for the service error code and acknowledge the
intended change.

¢ Resolve the 704 or 724 error.

e If this is an FCoE connection, use the information
the view gives about the Fibre Channel forwarder
(FCF) to troubleshoot the connection between the
port and the FCE.

Possible Cause-FRUs or other cause:

None

706

Fibre Channel clustered system path
failure.

Explanation: One or more Fibre Channel (FC)
input/output (I/0O) ports that have previously been
able to see all required online nodes can no longer see
them. This situation has continued for 5 minutes. This
error is not reported unless a node is active in a
clustered system.

A Fibre Channel I/O port might be established on
either a FC platform port or an Ethernet platform port
using Fiber Channel over Ethernet (FCoE).

Data:

Three numeric values are listed:

The ID of the first FC I/O port that does not have
connectivity. This is a decimal number.

The ports that are expected to have connections. This
is a hexadecimal number, and each bit position
represents a port - with the least significant bit

706 « 710

representing port 1. The bit is 1 if the port is
expected to have a connection to all online nodes.

The ports that actually have connections. This is a
hexadecimal number, each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port has a connection to all online
nodes.

User response:

1.

If possible, this noncritical node error should be
serviced using the management GUI and running
the recommended actions for the service error code.

Follow the procedure: Mapping 1/0O ports to

platform ports to determine which platform port
does not have connectivity.

3. There are a number of possibilities.

+ If the port’s connectivity has been intentionally
reconfigured, use the management GUI
recommended action for the service error code
and acknowledge the intended change. You must
have at least two I/O ports with connections to
all other nodes.

* Resolve other node errors relating to this
platform port or I/O port.

* Check that the SAN zoning is correct.

Possible Cause: FRUs or other cause:

None.

710

The SAS adapter that was previously
present has not been detected.

Explanation: A SAS adapter that was previously
present has not been detected. The adapter might not
be correctly installed or it might have failed.

Data:

A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:

1.

If possible, use the management GUI to run the
recommended actions for the associated service
error code.

Possibilities:
* If the adapter has been intentionally removed,
use the management GUI recommended actions

for the service error code, to acknowledge the
change.

* Use the remove and replace procedures to
remove and open the node and check the adapter
is fully installed.

* If the previous steps have not isolated the
problem, use the remove and replace procedures
to replace the adapter. If this does not fix the
problem, replace the system board.
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Possible Cause-FRUs or other cause:
* High-speed SAS adapter
* System board

711 A SAS adapter has failed.
Explanation: A SAS adapter has failed.
Data:

* A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Use the remove and replace procedures to replace
the adapter. If this does not fix the problem, replace
the system board.

Possible Cause-FRUs or other cause:
* High-speed SAS adapter
* System board

712 A SAS adapter has a PCI error.
Explanation: A SAS adapter has a PCI error.

Data:

* A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Replace the adapter using the remove and replace
procedures. If this does not fix the problem, replace
the system board.

Possible Cause-FRUs or other cause:
e SAS adapter
¢ System board

713 A SAS adapter is degraded.
Explanation: A SAS adapter is degraded.
Data:

* A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations.

User response:
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1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Use the remove and replace procedures to replace
the adapter. If this does not fix the problem, replace
the system board.

Possible Cause-FRUs or other cause:
* High-speed SAS adapter
* System board

715 Fewer SAS host ports operational

Explanation: A SAS port that was previously
operational is no longer operational. The physical link
is down.

Data:

Three numeric values are listed:

* The ID of the first unexpected inactive port. This ID
is a decimal number.

* The ports that are expected to be active, which is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is expected to be active.

* The ports that are actually active, which is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is active.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Possibilities:

e If the port has been intentionally disconnected,
use the management GUI recommended action
for the service error code and acknowledge the
intended change.

¢ Check that the SAS cable is connected at both
ends and is not damaged. If necessary, replace the
cable.

* Check the switch port or other device that the
cable is connected to is powered and enabled in a
compatible mode. Rectify any issue. The device
service interface might indicate the issue.

* Use the remove and replace procedures to replace
the adapter.

Possible Cause-FRUs or other cause:
* SAS cable
¢ SAS adapter




720 Ethernet adapter that was previously

present has not been detected.

Explanation: An Ethernet adapter that was previously
present has not been detected. The adapter might not
be correctly installed or it might have failed.

Data:

A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations. If the location is 0, the adapter is
integrated into the system board or directly
connected to it, that is, not in a PCI express
expansion slot.

User response:

1.

If possible, use the management GUI to run the
recommended actions for the associated service
error code.

If the adapter location is 0, use the remove and
replace procedures to replace the Ethernet edge
board, if there is one, or the system board.

If the location is not 0, there are a number of

possibilities:

a. Use the remove and replace procedures to
remove and open the node and check that the
adapter is fully installed.

b. If the previous steps have not located and
isolated the problem, use the remove and
replace procedures to replace the adapter. If this
does not fix the problem, replace the system
board.

Possible Cause-FRUs or other cause:

Ethernet adapter
System board

721 An Ethernet adapter has failed.

Explanation: An Ethernet adapter failed.

Data:

A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations. If the location is 0, the adapter integrated
into the system board is being reported.

User response:

1.

If possible, use the management GUI to run the
recommended actions for the associated service
error code.

If the adapter location is 0, use the remove and
replace procedures to replace the system board.

If the adapter location is not 0, use the remove and
replace procedures to replace the adapter. If this
does not fix the problem, replace the system board.

720 * 723

Possible Cause—FRUs or other cause:

Ethernet adapter
System board

722 An Ethernet adapter has a PCI error.

Explanation: An Ethernet adapter has a PCI error.

Data:

A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations. If the location is 0, the adapter integrated
into the system board is being reported.

User response:

1.

If possible, use the management GUI to run the
recommended actions for the associated service
error code.

If the adapter location is 0, use the remove and
replace procedures to replace the system board.

If the adapter location is not 0, use the remove and
replace procedures to replace the adapter. If this
does not fix the problem, replace the system board.

Possible Cause—FRUs or other cause:

Ethernet adapter
System board

723 An Ethernet adapter is degraded.

Explanation: An Ethernet adapter is degraded.

Data:

A number indicating the adapter location. The
location indicates an adapter slot. See the node
description for the definition of the adapter slot
locations. If the location is 0, the adapter integrated
into the system board is being reported.

User response:

1.

If possible, use the management GUI to run the
recommended actions for the associated service
error code.

If the adapter location is 0, use the remove and
replace procedures to replace the system board.

If the adapter location is not 0, use the remove and
replace procedures to replace the adapter. If this
does not fix the problem, replace the system board.

Possible Cause—FRUs or other cause:

Ethernet adapter
System board
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724 Fewer Ethernet ports active.

Explanation: An Ethernet port that was previously
operational is no longer operational. The physical link
is down.

Data:

Three numeric values are listed:

* The ID of the first unexpected inactive port. This is a
decimal number.

* The ports that are expected to be active. This is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is expected to be active.

* The ports that are actually active. This is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is active.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Possibilities:

a. If the port has been intentionally disconnected,
use the management GUI recommended action
for the service error code and acknowledge the
intended change.

b. Make sure the Ethernet cable is connected at
both ends and is undamaged. If necessary,
replace the cable.

c. Check that the switch port, or other device the
cable is connected to, is powered and enabled in
a compatible mode. Rectify any issue. The
device service interface might indicate the issue.

d. If this is a 1 Gbps port, use the remove and
replace procedures to replace the SFP transceiver
in the SAN Volume Controller and the SFP
transceiver in the connected switch or device.

e. Replace the adapter or the system board
(depending on the port location) by using the
remove and replace procedures.

Possible Cause—FRUs or other cause:
* Ethernet cable

* Ethernet SFP transceiver

* Ethernet adapter

* System board

730 The bus adapter has not been detected.

Explanation: The bus adapter that connects the
canister to the enclosure midplane has not been
detected.

This node error does not, in itself, stop the node
canister becoming active in the system. However, the
bus might be being used to communicate between the

202 SAN Volume Controller: Troubleshooting Guide

node canisters in a clustered system. Therefore, it is
possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a lack of cluster resources is reported
on the node canister.

Data:

* A number indicating the adapter location. Location 0
indicates that the adapter integrated into the system
board is being reported.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. As the adapter is located on the system board,
replace the node canister using the remove and
replace procedures.

Possible Cause-FRUs or other cause:

* Node canister

731 The bus adapter has failed.

Explanation: The bus adapter that connects the
canister to the enclosure midplane has failed.

This node error does not, in itself, stop the node
canister becoming active in the system. However, the
bus might be being used to communicate between the
node canisters in a clustered system. Therefore, it is
possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a lack of cluster resources is reported
on the node canister.

Data:

* A number indicating the adapter location. Location 0
indicates that the adapter integrated into the system
board is being reported.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. As the adapter is located on the system board,
replace the node canister using the remove and
replace procedures.

Possible Cause-FRUs or other cause:

* Node canister

732 The bus adapter has a PCI error.

Explanation: The bus adapter that connects the
canister to the enclosure midplane has a PCI error.

This node error does not, in itself, stop the node
canister becoming active in the system. However, the
bus might be being used to communicate between the
node canisters in a clustered system; therefore it is



possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a lack of cluster resources is reported
on the node canister.

Data:

* A number indicating the adapter location. Location 0
indicates that the adapter integrated into the system
board is being reported.

User response:

1. If possible, this noncritical node error should be
serviced using the management GUI and running
the recommended actions for the service error code.

2. As the adapter is located on the system board,
replace the node canister using the remove and
replace procedures.

Possible Cause-FRUs or other cause:

* Node canister

733 The bus adapter degraded.

Explanation: The bus adapter that connects the
canister to the enclosure midplane is degraded.

This node error does not, in itself, stop the node
canister from becoming active in the system. However,
the bus might be being used to communicate between
the node canisters in a clustered system. Therefore, it is
possible that this node error indicates the reason why
the critical node error 550 A cluster cannot be formed
because of a Tack of cluster resources is reported
on the node canister.

Data:

* A number indicating the adapter location. Location 0
indicates that the adapter integrated into the system
board is being reported.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. As the adapter is located on the system board,
replace the node canister using the remove and
replace procedures.

Possible Cause-FRUs or other cause:

* Node canister

734 Fewer bus ports.

Explanation: One or more PCI bus ports that have
previously been active are now inactive. This condition
has existed for over one minute. That is, the internode
link has been down at the protocol level.

This could be a link issue but is more likely caused by
the partner node unexpectedly failing to respond.

Data:

733 * 737

Three numeric values are listed:

* The ID of the first unexpected inactive port. This is a
decimal number.

* The ports that are expected to be active. This is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is expected to be active.

* The ports that are actually active. This is a
hexadecimal number. Each bit position represents a
port, with the least significant bit representing port 1.
The bit is 1 if the port is active.

User response:

1. If possible, this noncritical node error should be
serviced using the management GUI and running
the recommended actions for the service error code.

2. Follow the procedure for getting node canister and
clustered-system information and determine the
state of the partner node canister in the enclosure.
Fix any errors reported on the partner node canister.

3. Use the remove and replace procedures to replace
the enclosure.

Possible Cause-FRUs or other cause:
* Node canister

* Enclosure midplane

736 The temperature of a device on the
system board is greater than or equal to
the warning threshold.

Explanation: The temperature of a device on the
system board is greater than or equal to the warning
threshold.

User response: Check for external and internal air
flow blockages or damage.

1. Remove the top of the machine case and check for
missing baffles, damaged heat sinks, or internal
blockages.

2. If problem persists, replace the system board.

Possible Cause-FRUs or other:
* System board

737 The temperature of a power supply is
greater than or equal to the warning or
critical threshold.

Explanation: The temperature of a power supply is
greater than or equal to the warning or critical
threshold.

User response: Check for external and internal air
flow blockages or damage.

1. Remove the top of the machine case and check for
missing baffles, damaged heat sinks, or internal
blockages.

2. If the problem persists, replace the power supply.
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Possible Cause-FRUs or other:
* Power supply

738 The temperature of a PCI riser card is
greater than or equal to the warning
threshold.

Explanation: The temperature of a PCI riser card is
greater than or equal to the warning threshold.

User response: Check for external and internal air
flow blockages or damage.

1. Remove the top of the machine case and check for
missing PCI riser card 2, missing baffles, or internal
blockages.

2. Check all of the PCI cards plugged into the riser
that is identified by the extra data to find if any are
faulty, and replace as necessary.

3. If the problem persists, replace the PCI riser.

Possible Cause-FRUs or other:
e PCI riser

740 The command failed because of a
wiring error described in the event log.

Explanation: It is dangerous to exclude a sas port
while the topology is invalid, so we forbid the user
from attempting it to avoid any potential loss of data
access.

User response: Correct the topology, then retry the
command.

741 CPU missing

Explanation: A CPU that was previously present has
not been detected. The CPU might not be correctly
installed or it might have failed.

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Select one of the following actions:

* If removing the CPU was deliberate, follow the
management GUI recommended actions to mark
the hardware change as intentional.

* If it is not possible to isolate the problem, use the
remove and replace procedures to replace the
CPU.

* Replace the system board.

743 A boot drive is offline, missing, out of

sync, or the persistent data is not usable.

Explanation: A boot drive is offline, missing, out of
sync, or the persistent data is not usable.
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User response: Look at a boot drive view to
determine the problem.

1. If slot status is out of sync, then re-sync the boot
drives by running the command satask
chbootdrive.

2. If slot status is missing, then put the original drive
back in this slot or install a FRU drive.

3. If slot status is failed, then replace the drive.

Possible Cause-FRUs or other:

* Boot drive

744 A boot drive is in the wrong location.

Explanation: A boot drive is in the wrong slot or
comes from another node.

User response: Look at a boot drive view to
determine the problem.

1. Replace the boot drive with the correct drive and
put this drive back in the node that it came from.

2. Sync the boot drive if you choose to use it in this
node.

Possible Cause-FRUs or other:

* None

745 A boot drive is in an unsupported slot.

Explanation: A boot drive is in an unsupported slot.
This means that at least one of the first two drives are
online and at least one invalid slot (3-8) is occupied.

User response: Look at a boot drive view to
determine which invalid slot(s) are occupied and
remove the drive(s).

Possible Cause-FRUs or other:

* None

746 Technician port connection invalid.

Explanation: The code has detected more than one
MAC address though the connection, or the DHCP has
given out more than one address. The code thus
believes there is a switch attached.

User response:

1. Plug a cable from the technician port to a switch,
and plug 2 or more machines into that switch. They
must have IP addresses in the range 192.168.0.1 -
192.168.0.30

2. Request a DHCP lease to trigger the detection.

747 The Technician port is being used.

Explanation: The Technician port is active and being
used

User response: No service action is required. Use the



workstation to configure the node.

748 The technician port is enabled.

Explanation: The technician port is enabled initially
for easy configuration, and then disabled, so that the
port can be used for iSCSI connection. When all
connectivity to the node fails, the technician port can be
reenabled for emergency use but must not remain
enabled. This event is to remind you to disable the
technician port. While the technician port is enabled, do
not connect it to the LAN/SAN.

User response: Complete the following step to resolve
this problem.

1. Turn off technician port by using the following CLI
command:

satask chserviceip -techport disable

Possible Cause-FRUs or other:
* N/A

750 Compression accelerator missing

Explanation: A compression adapter that was
previously present was not detected.

User response:

1. Use the svcinfo 1snodehw command to review the
hardware on the node indicated by this event.

2. If all missing and changed hardware is as expected,
use the chnodehw command to accept the current
node hardware configuration.

3. Otherwise, complete each of the following steps in
turn until the event automatically marks as fixed:

a. Shut down the node. Ensure the correct
hardware is installed in its correct location.
Reseat any hardware that are indicated as
missing. Bring the node back online. Go back to
step 1.

b. Shut down the node. Replace any hardware that
is indicated as missing. Bring the node back
online. Go back to step 1.

c. Shut down the node. Replace the system board
or canister. Bring the node back online. Go back
to step 1.

751 Compression accelerator failed
Explanation: A compression adapter has failed.

User response:
1. Shut down the node.

2. Replace the adapter in the slot indicated by the
event log with a new adapter of the same type.

Note: For the Storwize® V7000 Gen2, the two
compression cards share the same location.

3. Bring the node back online.

748 * 769

4, If the error does not auto-fix, shut down the node
and replace the system board or canister, then bring
the node back online.

766 CMOS battery failure.
Explanation: CMOS battery failure.
User response: Replace the CMOS battery.

Possible Cause-FRUs or other:
* CMOS battery

768 Ambient temperature warning,.

Explanation: The ambient temperature of the node is
close to the point where it stops performing I/O and
enters a service state. The node is currently continuing
to operate.

Data:

* A text string identifying the thermal sensor reporting
the warning level and the current temperature in
degrees (Celsius).

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Check the temperature of the room and correct any
air conditioning or ventilation problems.

3. Check the airflow around the system to make sure
no vents are blocked.

Possible Cause-FRUs or other cause:

* None

769 CPU temperature warning.

Explanation: The temperature of the CPU within the
node is close to the point where the node stops
performing I/O and enters service state. The node is
currently continuing to operate. This is most likely an
ambient temperature problem, but it might be a
hardware problem.

Data:

* A text string identifying the thermal sensor reporting
the warning level and the current temperature in
degrees (Celsius).

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Check the temperature of the room and correct any
air conditioning or ventilation problems.

3. Check the airflow around the system. Ensure no
vents are blocked.

4. Make sure the node fans are operational.
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5. 1If the error is still reported, replace the node’s CPU.

Possible Cause—FRUs or other cause:
« CPU

770 Shutdown temperature reached

Explanation: The node temperature has reached the
point at which it is must shut down to protect
electronics and data. This is most likely an ambient
temperature problem, but it could be a hardware issue.

Data:

* A text string identifying the thermal sensor reporting
the warning level and the current temperature in
degrees (Celsius).

User response:

1. If possible, use the management GUI to run the
recommended actions for the associated service
error code.

2. Check the temperature of the room and correct any
air conditioning or ventilation problems.

3. Check the airflow around the system and make sure
no vents are blocked.

Possible Cause-FRUs or other cause:
« CPU

775 Power supply problem.
Explanation: A power supply has a fault condition.
User response: Replace the power supply.

Possible Cause-FRUs or other:
* Power supply

776 Power supply mains cable unplugged.

Explanation: A power supply mains cable is not
plugged in.

User response: Plug in power supply mains cable.

Possible Cause-FRUs or other:
* None

777 Power supply missing.
Explanation: A power supply is missing.
User response: Install power supply.

Possible Cause-FRUs or other:
* Power supply
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779 Battery is missing
Explanation: The battery is not installed in the system.
User response: Install the battery.

You can power up the system without the battery
installed.

Possible Cause-FRUs or other:
* Battery (100%)

780 Battery has failed

Explanation:
1. The battery has failed.
2. The battery is past the end of its useful life.

3. The battery failed to provide power on a previous
occasion and is therefore, regarded as unfit for its
purpose.

User response: Replace the battery.

Possible Cause-FRUs or other:
* Battery (100%)

781 Battery is below the minimum operating
temperature

Explanation: The battery cannot perform the required
function because it is below the minimum operating
temperature.

This error is reported only if the battery subsystem
cannot provide full protection.

An inability to charge is not reported if the combined
charge available from all installed batteries can provide
full protection at the current charge levels.

User response: No service action required, use the
console to manage the node.

Wait for the battery to warm up.

782 Battery is above the maximum operating
temperature

Explanation: The battery cannot perform the required
function because it is above the maximum operating
temperature.

This error is reported only if the battery subsystem
cannot provide full protection.

An inability to charge is not reported if the combined
charge available from all installed batteries can provi